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Update your gi U add sources, make changes, and code.

Submit Report, code, supporting documents: June 4™ at midnight

Give presentation: June 5™ in class







UNSUPERVISED
LEARNING

Group and interpret
data based only

on input data

CLUSTERING

MACHINE LEARNING CLASSIFICATION

SUPERVISED
LEARNING

Develop predictive
model based on both
input and eutput date

REGRESSION



® Regre On, stepwise regression,

boosted and bac etworks, adaptive neuro-fuzzy

learning.



https://www.mathworks.com/help/stats/support-vector-machine-classification.html




® Logistic Regr Networks
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1 dimension:
10 positions
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2 dimensions:
100 po‘sitious

> 3 dimensions:
1000 positions!
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3fb6f2367464 € nice charts for various ANNs


https://developers.google.com/machine-learning/crash-course/prereqs-and-prework
https://machinelearningmastery.com/naive-bayes-for-machine-learning/
http://blog.aylien.com/naive-bayes-for-dummies-a-simple-explanation/
https://machinelearningmastery.com/linear-discriminant-analysis-for-machine-learning/
https://arxiv.org/abs/1511.04707
https://www.datascience.com/blog/k-means-clustering
https://www.analyticsvidhya.com/blog/2015/07/dimension-reduction-methods/
http://www.turingfinance.com/artificial-intelligence-and-statistics-principal-component-analysis-and-self-organizing-maps/
https://www.doc.ic.ac.uk/~nd/surprise_96/journal/vol4/cs11/report.html
https://www.youtube.com/watch?v=aircAruvnKk
http://neuralnetworksanddeeplearning.com/
https://towardsdatascience.com/the-mostly-complete-chart-of-neural-networks-explained-3fb6f2367464

