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* Merge sort: Split into smaller groups — halve until each group has 1 or no

elements. Sort split groups, and then merge neighbours together
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- Cc of O(nlogn). For example,

if an algorithm . gn, then it is guaranteed that the

algorithm will never be slower than (nlon), and if an algorithm has an average-case
running time of O(n?), then on average, it will not be slower than O(n?). Counting-based
S sorting algorithms have a time complexity of O(n?).







ginal order of

elements with e« e value the algorithm sorts

by). le. You keep the original order of equal/identical elements.
®* Why is this desirable? Is it always important to consider?
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* Counting Sort: for each element, determine the number of elements less than
it. Then place the current element into that number slot. Repeat.






https://brilliant.org/wiki/sorting-algorithms/
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