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The shapes of the primordial power spectra are the key quantities to unravel the physics of the

inflationary epoch. We propose a new framework for parametrizing the spectra of primordial

scalar and tensor perturbations, stressing the statistical trajectory nature of the relevant quan-

tities. Of particular importance is the influence of priors which can lead to spurious results

like an apparent detection of tensor modes. We clarify the impact of prior probabilities and

demonstrate strategies to adjust the prior distributions.

The dependence on priors in inflation bears some resemblance to the landscape picture

in string theory where a selection mechanism for the choice of compactified low energy limit

describing the observable four dimensional universe is not available and the huge number of

vacua can only be analyzed statistically, making the predictions of the theory highly dependent

on the prior beliefs.

As an example we study two field inflation models based on the “large-volume” flux com-

pactification of type IIB string theory representing a small corner of the full landscape. We

find that even even for a given realization of the potential, the details of inflation are heavily

dependent on the initial conditions of the fields, adding an additional statistical element to

the landscape. Instead of being able to reconstruct the full shape of this potential from in-

flation, only the path that the effective inflaton actually evolved along can be observationally

determined, leaving the other areas of the potential inaccessible to exploration using the early

universe as a laboratory.

Finally we investigate the trans-Planckian issue in the example of the Milne universe. In

this FRW type universe, modes of a given physical wavelength are stretched due to the growths

of the scale factor, implying that any given wavelength will at some point in the past have been

ii



shorter than the Planck length and therefore requiring modifications due to trans-Planckian

effects. However we argue that due to the fact that the Milne universe is a reparametrization

of Minkowski space, no such effect should occur, as for an Minkowski observer only Unruh

radiation should be visible.
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Chapter 1

Introduction

Early universe cosmology has come a long way. In its infancy a subject with only few ex-

perimental measurements, the past two decades have seen the quest for knowledge about the

very first moments in time entering adolescence, unearthing a tremendous treasure-trove of

data. From the first detection of cosmic microwave background radiation (CMB) by Penzias

and Wilson [1] through the first detection of CMB anisotropies by the Cosmic Background

Explorer (COBE)[2] to the high-precision measurements of the temperature anisotropies by the

Wilkinson Microwave Anisotropy Probe (WMAP)[3], the observations of large scale structure

surveys (LSS) contained in the incredibly voluminous catalogs of the Sloan Digital Sky Survey

(SDSS)[4] and the Two Degree Field Galaxy Redshift Survey (2dFGRS)[5], the measurements

of the Ly-α forest and the results of weak lensing observations, the ever increasing amount and

quality of observational data makes cosmology a very exciting frontier of modern physics.

1.1 Observational Probes Of The Early Universe

The launch of the COBE satellite led to the first quantitative measurements of the CMB spec-

trum succeeded, and the detection of anisotropies on the order of 5×10−5 in the temperature dis-

tribution across the sky succeeded. The following years saw several balloon borne experiments,

notably the Millimeter Anisotropy eXperiment IMaging Array (MAXIMA)[6] and the Bal-

loon Observations Of Millimetric Extragalactic Radiation And Geophysics (BOOMERAnG)[7],

detecting the first peak in the power spectrum of the temperature-temperature (TT) auto-

correlation function across the sky. The WMAP satellite probe confirmed the presence of

the first peak, detected a second peak, and sees hints of a third peak in the TT spectrum,

while ongoing observations by other experiments also confirm the presence of a third peak (see

Fig. 1.11). On the LSS side, the two major surveys SDSS and 2dFGRS provide deep insights

into the structure of the universe, revealing the detailed shape of the matter power spectrum,

the cosmic web of voids, clusters of galaxies and superclusters of galaxy clusters, while the

1Plot from http://lambda.gsfc.nasa.gov

1



Chapter 1. Introduction 2

Figure 1.1: Angular CMB TT power spectrum showing the results of the Wilkinson Microwave
Anisotropy Probe (WMAP3)[3], the Arcminute Cosmology Bolometer Array Receiver (Acbar)[8],
the Balloon Observations Of Milimetric Extragalactic Radiation And Geophysics (BOOMERAnG)[7],
the Cosmic Background Interferometer (CBI)[9] and the Very Small Array (VSA)[10]. Plot from
http://lambda.gsfc.nasa.gov created by the WMAP science team.

universe remains homogeneous and isotropic on large scales.

The available information about the early universe can be roughly categorized into two

realms. On the one hand the universe is strikingly isotropic and homogeneous, implying corre-

lations across seemingly causally disconnected patches of the sky (the Horizon problem), with a

flat Friedmann-Lemâıtre-Robertson-Walker (FLRW) metric describing the background evolu-

tion extremely well (the Flatness problem). On the other hand there were small perturbations

around the observed isotropy and homogeneity of the universe, leading to the formation of all

of the universe’s structure such as galaxies, clusters of galaxies and superclusters.

1.2 The Inflationary Paradigm

The inflationary paradigm, developed from pioneer works of [11, 12] in the beginning of the

1980’s, assumes an initial period of (quasi-)exponential expansion, which not only provides an

explanation for the first “puzzles” about the background evolution of the early universe, like

the Horizon and Flatness problem, but also provides a framework for generating the small

anisotropies as observed by the precision measurements of the last decade.

1.2.1 Scalar Perturbations

During inflation, small quantum fluctuations of the scalar field driving the expansion induce

fluctuations in the metric which are stretched to larger and larger wavelengths through the

Hubble expansion until they are eventually frozen in after crossing the horizon. After inflation

comes to an end, the universe reheats and becomes first radiation and then matter dominated.
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The perturbations of the coupled photon baryon fluid enter the horizon, a mode at a time,

and start to oscillate as the photon pressure resists gravitational compression. The velocity

of the oscillations induces an additional Doppler shift which alters the observed pattern in

the photon oscillations. The modes oscillate with diffiusion damping reducing their amplitude

until they reach the surface of last scattering, i.e. the moment in time when the baryon-

photon fluid decouples, which is reached at different phases for the different wavelengths. The

photons essentially free-stream through the universe, carrying an imprint of the above acoustic

oscillations, redshifting with time, until they finally reach today’s detectors and give valuable

insight into the earliest history of the universe.2

With all the successes from the union of experiment and theory in cosmology, there are still

several open questions.

1.2.2 Tensor Perturbations and Polarization

Of greatest current interest is the quest for a detection of the primordial gravitational waves

predicted by inflation. By the same mechanism (amplification of quantum fluctuations) that

produces perturbations in the scalar sector of the metric which in turn cause the anisotropy

in the CMB temperature distribution across the sky, inflationary models generically produce

perturbations in the tensor sector of the metric as well. The amplitude of the tensor fluctuations,

which leave an imprint in both the temperature (TT) perturbations as well as in the polarization

of the CMB, is directly related to the Hubble parameter and the energy scale of inflation, and

determining it will significantly shrink the size of the zoo of possible inflationary models.

The polarization of the CMB is conveniently described by expanding it in E-modes and

B-modes, which are related to the Stokes-Q and Stokes-U parameters. For cosmological consid-

erations, the former basis is preferable to the latter because, while both the scalar and tensor

perturbations of the metric contribute to the TT, TE, EE auto correlation functions, in a first

approximation the B-modes are only sensitive to tensor fluctuations3.

With the amplitude of the BB power spectrum generically orders of magnitude lower than

the TT power spectrum, the hunt for B-mode polarization is one of the most challenging and

at the same time also most exciting endeavors in early universe cosmology.

Several upcoming experiments like Planck, Spider and CMBPol will increase the quality of

CMB data, and CMBPol in particular will deliver pristine measurements of the CMB B-mode

polarization.

1.2.3 Inflationary Model Building

On the inflationary model building side there is no shortage of proposals for the nature of the

inflaton field. The development of inflationary models has gone hand in hand with advances

2For a more detailed introduction to the generation of CMB anisotropies see e.g. the textbooks [13, 14].
3Taking into account the effect of gravitational lensing, [15] showed that there is a conversion of E-modes into

B-modes and vice versa; but it is possible to remove the lensing contamination to a certain extent [16].
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Figure 1.2: Schematic representation of a Calabi-Yau manifold

in theoretical particle physics, which provide a plethora of candidate models to describe the

inflationary period. Old inflation, new inflation, chaotic inflation, SUGRA inflation, double in-

flation, power-law inflation, hybrid inflation, various SUSY and brane inflation models, inflation

in string compactifications: this list presents only a fraction of all the candidates describing the

inflationary stage that have been proposed in the past 25 years since the existence of an expo-

nentially expanding phase in the early universe was first proposed. All these models operate at

different energy scales, and can involve one or more fields (c.f. SUSY models, assisted inflation,

N -flation).

In recent years, a lot of effort has been put into attempts to realize inflation in the context of

string theory, a candidate for a UV-complete quantum theory describing both particle physics

and gravity. For example, in type IIB string theory, space-time is fundamentally 10 dimensional

and must be reduced to 4 dimensions if it is to describe our reality. One possibility of doing

so is compactifying the 6 extra dimension onto a Calabi-Yau manifold, which can be visualized

as in Fig. 1.2. The sizes of the holes as well as the overall size of the manifold are described

by so-called moduli fields. It proved very challenging to construct inflationary models in this

setting because, on the one hand, these moduli fields need to be stabilized lest the manifold

decompactifies which is phenomenologically forbidden. On the other hand, the potential of at

least one of the moduli fields should be flat enough such that it allows for sufficient inflation.

Finally, generic compactifications lead to a 4 dimensional anti-deSitter space-time. It is very

challenging to obtain a positive cosmological constant and deSitter space in this setup. Only

recently, string theorists [17, 18] discovered ways of compactifying the extra dimensions that

lead to models with a small positive cosmological constant in four dimensions. Building on

these compactifications, models were found by [19, 20, 21] with potentials that are sufficiently

flat in the direction of at least one scalar field to allow for inflation to last for a sufficiently

long time while at the same time all the other moduli fields describing the geometry of the

compact manifold are stabilized. However despite many efforts, so far only explicit models with

negligible production of gravitational waves during inflation have been found, with amplitudes



Chapter 1. Introduction 5

far below the threshold of even the most ambitious experiments, which – if these models were

to describe the real word – would render useless all efforts to measure their gravitational wave

imprint.

1.2.4 Trajectories

Because most models of inflation depend on (several) parameters (e.g. V = m2φ2 +σφ3 +λφ4),

the various realizations of inflation do not offer unique predictions, but cover a (sometimes

huge) variety of power spectra with different shapes and amplitudes, with some clearly ruled

out by current observations. Further adding to the complexity is the fact that in multiple field

models, the initial conditions of the fields can also play a role, as demonstrated e.g. in [22].

It is standard practice to condense all information about the primordial power spectrum

into 2 − 4 numbers, all determined at a pivot point in k-space, which are the amplitude As of

the scalar power spectrum and its slope ns, plus optionally the running of the slope nrun and/or

the ratio of tensors to scalars r. These are then used to compare the model with the data.

There is a method (proposed by [23]) to generate inflationary flow trajectories and explore

the space of observables, i.e. the space of parameters (ns, r), to investigate which region in

parameter space is generically allowed by inflationary models. This approach is based on the

truncated hierarchy of slow-roll parameters (3.9) and poses a rather strong prior towards small

values of the tensor-scalar ratio r.

In contrast to the standard parametrization, we advocate the concept of trajectories. In-

spired by the flow method, we developed a way to generate generic trajectories as a function of

some time variable – be it the number of e-folds N = −
∫
dtH, where H is the Hubble param-

eter, or the wave number ln k – and relate them to the primordial power spectra. Examples for

trajectory functions are PS(ln k), PT (ln k), the power spectra themselves, or more fundamental

quantities like ǫ(ln k) = −Ḣ/H2 or H(N) which require additional steps of either integration

or differentiation to obtain the power spectra. The parameters of these trajectories – most

conveniently the value of the trajectory at several points – are what we advocate as the new

observables to make contact between model building and experiments, being in a sense more

fundamental and less biased than previous attempts at reconstructing the primordial power

spectra, and offering the additional benefit of a more universal control over the priors when

performing Markov-Chain Monte Carlo (MCMC) parameter estimation. The only a priori con-

straint on a valid inflationary trajectory is that inflation happened inside the observational

interval, as we cannot make any statements apart from the fact that inflation happened about

the trajectory during the time period between the moment when the last mode for which reliable

observations are available left the horizon and the end of inflation.

The trajectory picture in inflation resonates with the concept of the landscape [24] in string

theory, where an enormous number of low energy models seem viable candidates for the de-

scription of our world, i.e. particle physics and gravity. The enormously huge number of vacua

of string theory, differing e.g. in topology, field content and background fluxes, constitutes a
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tremendous challenge for the prospect of ever unambiguously deriving the one and only low

energy limit describing our four dimensional space-time, leading to the usage of stochastic

arguments in the hope of progressing towards this goal.

Assuming that string theory is the correct theory of everything, the problems of the land-

scape have immediate consequences for model building in inflation. Instead of hoping to being

handed a few models derived from string theory which offer distinctly different phenomenolog-

ical consequences and filtering them through the observational eye of the needle to find the

single theory that describes our universe, early universe cosmologists are finding themselves

possibly faced with 10500 candidate theories describing the exponential expanding phase of the

universe.

Observational data on the other hand so far offers only limited power to distinguish between

different (and not even necessarily string inspired) models of inflation. The crucial element to

be measured, the energy scale of inflation, can only unambiguously be determined through

mesurements of the B-mode polarization of the CMB. Due to its intrinsically small amplitude

(typically orders of magnitude smaller than the amplitude of the temperature fluctuations) so

far only upper limits have been determined, leaving prior effects to potentially dominate the

measurements, possibly giving rise to spurious detections as observed in some parametrizations

in the trajectory framework.

1.2.5 The Trans-Planckian Problem - How Far Back Can We See?

While the inflationary paradigm offers an explanation for all observables about the early

universe, it also raises some conceptual issues, particularly the issue of the trans-Planckian

problem[25, 26]. As mentioned above, during the inflationary stage fluctuations of a given

physical wavelength are stretched outside the horizon, i.e. their wavelength increases with

time. Looking at it the other way, it seems obvious what happens if we take an observable

wavelength today and evolve it backwards in time, all the way back into the inflationary stage.

The wavelength keeps shrinking and shrinking, until at some point, it crosses the Planck scale

and becomes shorter than the Planck length. The same is also true for modes that leave the

horizon during inflation if inflation lasted sufficiently long, therefore there could be imprints of

trans-Planckian physics in the CMB. There is an extensive literature investigating the possibil-

ity of observing trans-Planckian effects in the CMB, using methods of quantum field theory in

curved space-time to calculate the expected Trans-Planckian effects.

1.2.6 Outline Of The Thesis

Chapter 2 presents novel ways of parametrizing the primordial power spectra using the

trajectories mentioned in Sec. 1.2.4 and is in the final stages of being written up as the paper

“Scanning Inflation I - Constraining the Power Spectra”[27], written in collaboration with

J. Richard Bond, Carlo Contaldi and Lev Kofman. We find that priors play a huge role when

performing MCMC parameter estimation and can lead to spurious claims of a detection of
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new features – in our case a spurious detection of tensor modes – if observational data is of

insufficient quality.

Chapter 3 extends the trajectory method of chapter 2 to describe the time evolution of

the ǫ parameter during inflation, encoding the dynamics of inflation driven by a single scalar

field and allowing the reconstruction of the inflationary potential. Also in this case the choice

of priors tremendously influences the results of MCMC parameter estimation runs with even

stronger but still spurious detection of tensors. Finally we demonstrate the degeneracy of the

reconstruction of the inflaton potential in the absence of information about the energy scale of

inflation. This chapter will be published as the paper ”Scanning Inflationary Trajectories II:

Constraining the Acceleration Trajectories”[28] in collaboration with J. Richard Bond, Carlo

Contaldi and Lev Kofman.

Chapter 4 investigates trajectories in the context of Kähler moduli inflation[21] as an ex-

ample of a string theory model of inflation that intrinsically contains ensembles of trajectories of

the dynamical fields, i.e. different realizations of inflation, for fixed parameters of the potential.

We find that allowing the axionic partner of the Kähler modulus to participate in the dynamics,

this model leads to a rich structure of various topologically distinct trajectories, adding another

statistical element to the string theory landscape. Not only are there many different vacua that

seem to be only treatable statistically so far – making the predicitions highly dependent on the

prior beliefs just as we found in Chapters 2 and 3 – even within a given vacuum we find another

statistical element. The initial conditions of the fields greatly influence the phenomenological

consequences, with e.g. just small variations in the initial conditions leading to huge variations

in the number of efolds that inflation in this model lasts. It is published in Phys. Rev. D. as

“Roulette Inflation”[22], written in collaboration with J. Richard Bond, Lev Kofman and Sergey

Prokushkin.

Chapter 5 studies the issue of observability of trans-Planckian physics due to the stretching

of modes during inflation. It is submitted to Phys. Rev. D. available on the archive as the paper

“Trans-Planckian Issue in the Milne Universe”[29], written in collaboration with Lev Kofman.

We apply the trans-Planckian logic to the Milne universe, which is a FLRW-type metric with

scale factor a(t) = t and at the same time just a reparametrization of a quarter of Minkowski

space. We find that while in Minkowski coordinates there clearly is no trace of any influence of

Trans-Planckian physics, there can also be no such effect in Milne coordinates, as we show by

performing the explicit renormalization of the energy-momentum tensor in Milne coordinates.

Chapter 6 contains the obligatory conclusions and outlook into the future for the field.



Chapter 2

Scanning Inflationary Trajectories I:

Power Spectra

2.1 Introduction

Traditionally, inflationary model building moves along a well-trodden path from the top down:

Finding a (physically motivated) potential, its logarithmic derivatives to various orders (a.k.a.

slow roll parameters) at a given point in time map the predictions of the model into the space

of traditional observables describing the shape of the power spectra Ps,Pt of scalar and tensor

perturbations. To be precise, instead of comparing predictions for all parameters of the power

spectra (the scalar amplitude As, the scalar spectral index ns, its running nrun and the tensor

scalar ratio r = Ps
Pt

), in most cases the predictions of the models are only tested against a

subset of the above parameters, namely ns and r[30]. Ignoring nrun can be justified as current

measurements of the running of the scalar spectral index are still compatible with zero although

there is an indication for non-zero running which would imply that the value of ns is depending

on the scale it is measured at.

Major efforts are undertaken to detect the tensor scalar ratio r for which so far only upper

limits have been obtained. Observationally it is rather challenging to measure the amplitude

of the only clean tracer of tensor modes, the B-mode polarization of the cosmic microwave

background (CMB) radiation, which is orders of magnitude smaller than the amplitude of

temperature fluctuations which is by itself already quite small. Obtaining an observational

estimate for the magnitude of r is crucial for inflationary model building as this fixes the

energy scale of inflation. So far, the only limits on the energy scale of inflation come from

arguments from reheating, while the scalar power spectrum does not provide any information

about the energy scale of inflation.

Just like the spectral index ns, the tensor scalar ratio r is in principle a scale dependent

quantity as the tensor spectral index nT is related to r through the consistency relation nT = − r
8

if inflation is driven by a single scalar field.

8
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Figure 2.1: Flow along a random selection of the inflationary trajectories in the ns vs. r plane during
10 efolds. The trajectories were generated as seventh order Chebyshev expansions of ǫ(N).

With both ns and r functions of the wave number k great care must be taken to use the same

scale when comparing predictions from model building with observations. Fig. 2.1 shows the

evolution during ∆N = 10 (N =
∫ tend

t Hdt is the number of efolds before the end of inflation)

of ns and r obtained for an ensemble of randomly generated trajectories, showing a substantial

variation of these observables. However, the observational values for the parameters of the

scalar and tensor power spectra are measured at a specific pivot point in k-space, usually taken

to be k∗ = 0.05Mpc−1 or k∗ = 0.002Mpc−1. In contrast to this, the values of the logarithmic

derivatives of the potential are generically taken at a specific point in time corresponding to a

number of efolds N∗ before the end of inflation. In general, the mapping between the number

of efolds and the wave number k depends on the details of the inflationary dynamics and

therefore on the parameters of the potential as well as the initial values in case of multiple

field models. Also the relation between N and k is altered by the details of preheating after

inflation, producing an uncertainty of ≈ 10 in the shift between these two quantities. Taking

into account that ns and r might well be time-dependent quantities, it is obvious that better

strategies for relating theory with observations are needed.

Also, recently there has been a growing interest in models of inflation driven by the combined

effect of several scalar fields which arise naturally in the context of e.g. minimal supersymmetric

standard model (MSSM) and in string inspired models. With more than one field driving the

dynamics, it is not at all clear that there should exist a unique attractor solution to which the

trajectories from all initial values of the fields converge. Indeed, there are examples for models

with several fields that offer several distinct attractor solutions[22], making the inflationary
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dynamics heavily dependent on the initial values of the scalar fields.

In view of the above we suggest to work in a trajectory picture, a bottom-up approach to

model building, in which all fundamental quantities such as the tensor and scalar power spectra

or the Hubble parameter are regarded as trajectories, with a suitable choice of time variable

such that there are no ambiguities about the location of observable quantities while at the

same time capturing all essential dynamics. Instead of using the traditional parametrization

to characterize the primordial power spectra, the trajectory functions are constrained directly

using standard parameter estimation packages employing Markov Chain Monte Carlo (MCMC)

methods. The trajectory function f(x) is expanded in terms of Chebyshev polynomials Ti(x)

as

f(x) =
M−1∑

i=0

ciTi(x) , (2.1)

and is described either in the space of coefficients or in the space of function values at nodal

points xM
k = cos

π(k+ 1
2
)

M (we will frequently suppress the index M for brevity), i.e. when

creating an ensemble of trajectories, either the coefficients are drawn randomly or the value of

the function at the nodal points of the Chebyshev expansion.

There are many possible choices for the trajectory function, the Hubble parameter H, ǫ, Ps,

Pt, . . ., with the only criterion that one can map the trajectory function to the scalar and tensor

power spectra. For example, the trajectory function ǫ (and also H) encodes all information

about single field inflationary models as well as (neglecting the influence of isocurvature pertur-

bations) gentle multiple field model in the sense that a sufficiently well-behaved dynamics can

be cast in terms of an effective single field model. Mapping H trajectories to the power spectra

requires differentiation to obtain ǫ, while mapping ǫ trajectories requires an integration step.

Selecting the power spectra Ps,Pt themselves as the trajectory functions offers more flexibility,

not only allowing for a non-monotonic tensor power spectrum but also not relying on the single

field approximation. In this paper we will focus on the choice of Ps,Pt as trajectory functions

while examining the choice of ǫ in the companion paper[28].

Different trajectory functions come with different priors. The Hubble parameter, Ps and

Pt are constrained to be strictly positive, while ǫ is confined to lie in ǫ ∈ [0, 1]. Using H or

ǫ implies single field inflation, a rather complex prior on the allowed trajectories. Further on,

the trajectory can be expanded in a non-linear mapping, e.g. logarithmically, as ln f(x) =
∑N−1

i=0 ciTi(x), imposing a different prior on the generated ensemble of trajectories.

All the different priors will bias the trajectories to varying degrees depending on the qual-

ity of observational data, and consequently alter the posterior distributions of the traditional

observables, specifically the value of r which is strongly influenced by the choice of trajectory

function and the prior distribution of the trajectory values. Even though one chooses a flat prior

on the parameters, various effects can combine to implicitly change the prior away from flatness,

in extreme cases even to a sharply peaked distribution. Generally, priors are to be chosen on

various levels: from the prior that inflation should be driven by (a) scalar field(s) (resulting in
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different choices for the consistency relation between the tensor and scalar power), over which

parametrization to choose to which distribution should be used to draw the parameters of a

given trajectory .

A natural choice for the time variable is the wave number k itself. As physical time evolves,

modes of decreasing comoving wavelength are stretched outside the horizon, crossing into the

super-horizon region when k = aH. This leads to the relation d ln k = (1−ǫ)Hdt, where k is the

comoving wave number of the mode crossing the horizon, t is the physical time, and ǫ = − Ḣ
H2

(where Ḣ = dH
dt ) which makes k a good time variable as long as the inflationary stage is not

interrupted by periods of non-exponential expansion with ǫ ≥ 1.

The trajectory picture ultimately is a bottom-up approach to inflationary model building.

With a proper choice of fundamental trajectory function, e.g. ǫ(ln k), it becomes even possible

to reconstruct the shape of the inflationary potential directly from observational data. In this

paper, we focus on an unbiased reconstruction of the primordial scalar and tensor spectra,

leaving the reconstruction of the inflationary potential to the accompanying paper[28].

We use the (suitably modified) Markov Chain Monte Carlo (MCMC) sampler COSMOMC [34]

to obtain posterior distributions for the power spectra parameters as well as four other cosmo-

logical parameters, three of which are related to abundances: ωb ≡ Ωbh
2, the physical density

of baryons, ωc ≡ Ωch
2, the physical density of cold dark matter, θ ≡ 100ℓ−1

s , parametrizing

the angular scale ℓ−1
s associated with sound crossing at decoupling, which defines the overall

position of the peak–dip pattern and from which the cosmological constant ΩΛ can be derived.

The fourth is an astrophysical parameter associated with the reionization of the Universe after

recombination, τ , the Thomson scattering depth to decoupling. A flat Universe theoretical prior

is reasonable to impose on inflation models, with the curvature energy Ωk = 1−Ωtot ≈ 0. In our

analysis we include the following CMB data sets: WMAP3, CBI, ACBAR06, BOOMERAnG03,

DASI, MAXIMA and VSA. For large scale structure we include 2dFGRS and SDSS data sets.

The treatment of the data is described in [7, 9].

There are data constraints beyond the CMB and LSS regions that are only loosely deter-

mined, i.e. “weak” prior probabilities, informed by broad brush stroke considerations, but still

quite limiting. One is that the Universe underwent significant inflation, translating at lowest

order to 0 < r < 16 over the entire k range within the horizon. For the dynamical trajectories

this corresponds to 0 < ǫ < 1, or equivalently an inflationary period that lasted for a sufficient

number of efolds N .

Enough inflation implies that scales of topological structures cannot be too small so that

there is sufficient cosmic complexity to give rise to life. Also, the amplitude of the power

spectrum at high k cannot be too large otherwise surviving primordial black holes (PBH)

formed in abundance. Another weak prior driven by the CMB data is that the Compton

“optical” depth cannot be too large or else there would be no CMB fluctuations on small

scales. This reflects in the formation of the first ionizing stars and is more strongly restrictive

than the PBH constraint. The epoch of galaxy formation is also a constraint, often used in
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a very broad way in anthropic arguments. The data on high redshift galaxy abundances has

improved enormously in recent years and even with the uncertainties associated with gas and

radiation at early times can significantly constrain the power spectrum.

Improved observations narrow down the range of allowed variations. For example, in the

eighties the upper limits on CMB fluctuations combined with a few LSS constraints already

restricted the allowed possibilities. The COBE data further restricted what was allowed, and

now in the era of WMAP and the higher resolution experiments, the possibilities for significant

variation from the standard model are much more limited.

Using the traditional parametrizations of the primordial power spectra in terms of As and

ns, current CMB+LSS constraints on the basic 6-parameter model, are given in [8], with ns =

0.96+0.013
−0.014. Including either r or nrun, [7] finds r < 0.36 at the 95% confidence limit with

nrun = 0 and dns/d ln k = −0.051+0.027
−0.026 with r = 0. Here we consider the two parameter r

and dns/d ln k extension to the base model. After marginalizing over the other parameters, the

current data give the contours in Fig. 2.6.

This paper is structured as follows. In Section 2.2 we describe the basic formalism of single

field inflationary dynamics to settle the notation and comment on issues of model selection.

Section 2.3 introduces the different possible parametrizations of background trajectories and

describes various ways to generate ensembles of trajectories. Section 2.4 discusses the issue

of priors in the space of traditional observables and provides an analytic explanation for the

observed non-uniformity. Section 2.5 uses a specific trajectory parametrization that is equivalent

to the standard parametrization to demonstrate the consistency of the scanning method. In

Section 2.6 we use the reconstruction of simulated data sets to establish the influence of different

priors and explores methods to compensate for the non-uniformity of the prior distributions.

Section 2.7 confronts the trajectories with observational data, demonstrating the sensitivity to

priors of the marginalized posterior distributions. In Section 2.8 we summarize our results.

2.2 Inflationary trajectories and Observables

In this section we review how the background dynamics is related to the power spectra of scalar

and tensor cosmological fluctuations generated from inflation. We first introduce the basic

formalism and notation describing single field inflation.

2.2.1 Basic Formalism

In the case of a single real scalar field driving inflation with potential V (φ) living in a FRW-type

universe with the metric ds2 = dt2 − a(t)2(dx2 + dy2 + dz2), the dynamics of the system of the

scalar field φ(t) plus gravity a(t) is described by the constraint equation

3H2 =
1

M2
p

(
1

2
φ̇2 + V

)

, (2.2)
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and the equation of motion for the scalar field

φ̈+ 3Hφ̇+ V,φ = 0 , (2.3)

where H(t) = ȧ
a and Mp = 1/

√
8πG is the reduced Planck mass (which we eventually will set

to unity, Mp = 1). It is very convenient to introduce

Ḣ = −1

2

(

φ̇

Mp

)2

, (2.4)

which should be employed when numerically integrating the equations of motion while the

Friedman equation (2.2) can be monitored to control the numerical stability.

An alternative formalism to deal with the scalar field/gravity system, which will be more

suitable for this paper, is based on the Hamilton Jacobi equation [35]. It is based on the

well-known Hamilton Jacobi formalism of classical mechanics. There the system is described

in terms of canonical position and momentum coordinates (q, p). Using the Hamilton Jacobi

equation a canonical transformation to coordinates (Q,P ) can be found that makes Hamiltonian

H vanish.

The Hamiltonian for the scalar/gravity system is given by the Hubble parameter as function

of φ, H = H(φ), where the canonical momentum associated with variable φ is π = φ̇. The

Hamilton-Jacobi equation arising from the constraint equation (2.2) reads

3H2 = 2M2
p

(
∂H

∂φ

)2

+
V (φ)

M2
p

. (2.5)

The solutions of this equation H = H(φ) are families of trajectories differing by their initial

conditions.

We will make use of the conventional hierarchy of slow-roll parameters defined with respect

to derivatives of the function H = H(φ) namely

ǫH ≡ − Ḣ

H2
= 2M2

p
H ′2

H2
, ηH = 2M2

p
H ′′

H
, ζH =

(
2M2

p

)2 H ′′′H ′

H2
, (2.6)

where H ′ = dH
dφ and higher orders are defined as

ℓλH =
(
2M2

p

)ℓ (H ′)ℓ−1

Hℓ

dℓ+1H

dφℓ+1
, (2.7)

for ℓ > 2 as introduced by [36]. In the following we will drop the subscript H and use ǫ ≡ ǫH .

It will also be useful to define the parameter σ = 2η− 4ǫ, which corresponds to the value of the

scalar spectral index ns − 1 = σ to lowest order in slow-roll.

The slow-roll regime is defined as the period during which the kinetic term φ̈ in the equation

of motion does not dominate and the slow-roll parameters as defined above are small which
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ensures that the scalar field is rolling slowly down the potential towards the minimum. However,

this is conceptually a different regime from the inflationary period, a point that we should

elaborate on a bit further.

Inflation continues as long as 0 < ǫ < 1 and stops at ǫ = 1. The values of η and the

other slow-roll parameters in principle do not matter. Conventional wisdom has it that in

practice, ǫ ≈ 1 at around the same time as η ≈ 1. But from a theory point of view, this is not

necessarily so. One could imagine for example that ǫ has some sharp spikes where η ≫ 1, but

stays within [0, 1] even during those spikes. Now it might be quite a contrived potential for a

single scalar field leading to this evolution, but who knows how baroque a model nature served

us. The problem of models with large slow-roll parameters lies in the fact that in this case it

is rather difficult to calculate the shape of the primordial power spectra of scalar and tensor

perturbations. The expressions given in the literature (e.g. [37]) are usually derived assuming

that ǫ is only slowly varying, and therefore are valid only if the slow-roll parameters are small.

But only the data can and shall decide whether such a model is permissible or not. A

priori we should not exclude any model based on the values of the parameters of the slow-roll

hierarchy alone. It is true that current observations favor models which have ns ≈ 1, but one

can imagine – however not necessarily easily – a model in which the contributions of ǫ and η

(and higher order terms) to the spectral index almost cancel, with each term individually being

rather large.

The range of φ which corresponds to the observable horizon can vary significantly from model

to model. However, one can use a different parametrization for the flow along the inflationary

trajectory such as time t, the number of e-foldings N =
∫ te
t dtH(t) or even the wavelength 1/k

of perturbations generated during inflation at horizon exit instead of the value of φ itself. The

different parametrizations are all inter-related by the dynamics of the model, with a general

non-linear mapping from one to the other.

It is convenient to relate the duration of inflation to the observable horizon which is almost

the same in different models. The number of e-foldings N is counted backwards from the end

of inflation

a(t) = ae e
−N , (2.8)

where ae is the value of the scale factor at the time te at which inflation ends (N = 0) and

preheating begins. The observable horizon corresponds to N ≈ 70, and may vary by quite a few

e-foldings between realizations, depending among other things on the energy scale of inflation.

Another good time variable is the wavelength 1/k of perturbations generated during infla-

tion. In the uniform acceleration approximation we can equate k = a(tk)H(tk), where tk is

the time when the mode k exceeds the horizon during inflation. The two parametrizations are

related by d ln k/dN = −(1 − ǫ) which can be integrated to give

ln

(
k

0.002Mpc−1

)

= 62 + ∆ −N +

∫ N

0
dN ′ǫ(N ′) . (2.9)
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The term ∆ is defined by the thermal history of the post-inflation cosmology, including (p)reheating,

phase transitions and other sources of entropy generation. The connection between N and k is

a matter of ongoing discussion [38, 39, 40, 41]. Typical values for ∆ are ∆ = 1 . . . 10, derived

recently from the theory of preheating after inflation, see [42, 43].

In the approximation of uniform acceleration (where ǫ̇ = 0) the relation between ln k and N

is straightforward, otherwise it depends on the trajectory itself through the term
∫ N
0 dN ′ǫ(N ′).

The contribution is small (for instance for the potential V (φ) ∼ φn the term gives a logarithmic

correction
∫ N
0 dN ′ǫ(N ′) ∼ ln(1+N)), and only leads to small variations in the mapping between

the observable wavelengths 1/k and e-foldings N .

The most convenient parametrization is the observable interval of k between the size of the

horizon and scale of Lα clouds at redshift z ∼ 3, 1/k ∼ 1Mpc.

We now turn to the amplitude and spectra Ps(k) and Pt(k) of scalar and tensor fluctuations

generated in single field inflation models. These can be derived from the well known second

order mode equations whose coefficients are functions of the background solution [44]. There

are several frameworks for calculating the shape of the power spectra for inflation driven by a

single real scalar field [45, 46] and multiple scalar fields [47, 48, 49]. However, assuming the

observable fluctuations do not significantly depart from the scale free regime, we can proceed

with a simpler formalism [37].

In the uniform acceleration approximation (ǫ =const) the power spectra of scalar and tensor

fluctuations as a function of the comoving momentum k are

Ps =
1

8π2ǫ

(
H

Mp

)2

e2us , (2.10)

Pt =
2

π2

(
H

Mp

)2

e2ut , (2.11)

where the values of ǫ and H are taken to be taken at aH = k and us, ut are small corrections

that should be included for accuracy. For small slow roll parameters the spectra are expected

to be mildly broken scale invariant, and well approximated by the power-law expressions

Ps(ln k) = As(kpivot)

(
k

kpivot

)ns−1

, (2.12)

Pt(ln k) = At(kpivot)

(
k

kpivot

)nt

, (2.13)

where As/t(kpivot) is the amplitude at a pivot point and ns/t is the scalar spectral index at

this point. Note that ns is defined to be ns = 1 for a flat spectrum, whereas nt = 0 for a

flat spectrum. When estimating parameters, the quantity that is usually determined is the

tensor-scalar ratio r = Pt
Ps

instead of Pt. We refer to the set of {As, ns, nrun = dns/d ln k, r} as

the standard or traditional parametrization.

The amplitude As, the spectral index ns, its running nrun and the ratio of tensor and scalar
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amplitudes r can be expressed in terms of slow roll parameters up to a selected order. The

values for the spectral quantities are usually defined at an number of efolds N corresponding

to a choice of pivot scale kpivot in Eq. 2.13. Including some small corrections for uniform

acceleration in us, ut, we have to second order for ns, nrun and r

ns − 1 = σ − (5 − 3C)ǫ2 − 1

4
(3 − 5C)σǫ+

1

2
(3 − C)ζ2 ,

nrun = −2ζ + 5σǫ+ 12ǫ2 ,

r = ǫ(1 − C(σ + 2ǫ)) , (2.14)

where C = 4(ln(2) + γ) − 5 and the amplitude is given by

As = 22ν−3 Γ2(ν)

Γ2(3
2)

(1 − ǫ)2ν−1 H2

πM2
p ǫ

, (2.15)

where ν = 1−η+ǫ
1−ǫ + 1

2 .

Common values for the position of the pivot point kpivot are 0.05Mpc−1 and 0.002Mpc−1.

However one has to be careful when comparing theoretical predictions to the values at the pivot

points: Even if nrun is only small but non-zero, the values of parameters As, ns, r move around

quite a bit within 10 e-folds, see Fig. 2.1. So one should make sure that one computes the

prediction of the spectral index at the right kpivot. In contrast to this, it seems a widespread

practice to make predictions for observables at a fixed number of efolds N before the end of

inflation, which is usually taken to be around N ≈ 60.

From a theoretical point of view, the running of the spectral index can generally be non-zero,

nrun = dns
d ln k 6= 0. Only recently observations have become sufficiently sensitivity to distinguish

between running and non-running, with the 3-year WMAP results finding a non-zero nrun at

2σ.

The traditional parametrization of the power spectra is motivated by the fact that a pure

deSitter stage of inflation has perfectly flat power spectra and that in most models of inflation

driven by a scalar field ǫ is rather small, also giving rise to ns being only slightly different

from unity. But these two points are only a theoretical bias. Observational data should be

the determining the parameters of the primordial power spectra as unbiased as possible. The

only piece of unbiased information that we have at our disposal is the fact that ǫ ∈ [0, 1] during

inflation. Therefore it is sensible to use a parametrization depending on ǫ for reconstructing the

primordial power spectra (of course, one also needs an integration constant which we denote

by H1 to obtain the Hubble parameter as a function of k, H(k)) [28].

2.2.2 Prior prejudice and Bayesian Model Selection

Recently a lot of attention has been devoted to the question of model selection [50, 51]. Given

several competing models with different numbers of parameters, the fundamental problem is

to decide which one should be used to describe the data. If the likelihood of all models is the
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same, one can simply invoke Occam’s razor which prefers the model with the fewest parameter.

However if the likelihoods for the models differ (and the model with the fewest parameters is

not the most likely), there is a need to quantify the influence of Occam’s razor, i.e. to quantify

the penalty for the introduction of extra parameters. There are two different approaches to

this. The first one uses information criteria like the Akaike Information Criterion [52],

AIC = −2 lnLmax + 2k , (2.16)

where L is the best-fit likelihood and k is the number of parameters, or the Bayesian Information

Criterion [53]

BIC = −2 lnLmax + k lnN (2.17)

where L, k are the same as above and N is the number of data points. It is easy to see that

the AIC is equivalent to the familiar χ2/dof method.

Under several strong assumptions, the BIC can be derived from the Bayesian evidence,

which is the second approach to model selection, see e.g. [54] for details. In this method, the

evidence E is calculated for each model, allowing for rank-ordering. The Bayesian evidence is

defined by

E =

∫

dθ L(θ)P (θ) , (2.18)

where θ is the parameter vector and P (θ) is the prior distribution which quantifies the belief

in the range of possible parameters prior to looking at the data. This prior gives the Bayesian

evidence a somewhat subjective touch, where one generally has to explicitly define the subjective

prior beliefs when stating results. The rank-ordered set of models is then usually subjected to

the interpretation scale from [55] assigning different significances to the various values of ∆ lnE.

Based on this procedure, it has been argued by [51] that there is only very little evidence for

a departure of the scalar spectral index ns from unity, making the scale free Harrison Z’eldovich

spectrum still a competitive candidate.

However, the issue of priors is somewhat more delicate than is usually stated. Very simply

put, even going from sampling the parameter θ = ǫ ∈ [0, 1] to sampling θ = ln(ǫ) ∈ [−∞, 0]

gives two different priors with vastly different parameter volume. It is not clear which form

should be preferred. Also, using physically equivalent parametrizations in different variables,

e.g.

{Ps(k1),Ps(k2),Pt(k3)} ∈ {[0,∞], [0,∞], [0,∞]}, (2.19)

instead of

{As, ns, r} ∈ {[0,∞], [−∞,∞], [0,∞]}, (2.20)

changes the volume of the prior space significantly while being physically equivalent. It is not
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clear which parametrization should be the proper one. Therefore for now we choose to not put

too much weight on considerations using Bayesian inference and model selection criteria. In

Sec. 2.6 we will see the effect of different prior distribution on the posterior in practice, further

illuminating some of the points raised here.

2.3 Ensemble of Inflationary Trajectories

We now introduce the ensemble of inflationary trajectories. Traditionally, the scalar field poten-

tial V (φ) is given by some theoretical motivation, generally containing several free parameters.

Given the shape of the potential and assuming slow roll, it is easy to determine the values of ǫ

and the slow roll parameter η through

ǫH ≈ ǫV ≡
M2

p

2

(
V ′(φ)

V (φ)

)2

, ηH ≈ ηV ≡M2
p

(

V ′′(φ)
V (φ) − 1

2

(
V ′(φ)
V (φ)

)2
)

, (2.21)

where H2(φ) ≈ 1
3M2

p
V (φ) has been used, calculate the values of the scalar spectral index ns and

of the scalar tensor ratio r using (2.14) and adjust the parameters to make the prediction for the

observables compatible with observations. Also, inflation driven by a scalar field with the given

potential should last for a sufficiently long time, i.e. for enough e-foldings, to accommodate

uniformity on the scale of today’s horizon H−1
0 . This procedure has an extensive record in the

literature [30].

However, this method has several shortcomings that we would like to address. First of

all, it puts a prior on the space of allowed models that is motivated not by physics but by

aesthetic considerations such as the perceived simplicity or naturalness of the potential. This

is biasing the reconstruction of the potential from observations in a way that could lead to the

wrong conclusions about the naturalness of inflation. Secondly, comparing the predictions of

a model with observations at only one scale, the pivot point, takes into account information

available at different scales in a very restricted way, e.g. by allowing the scalar spectral index

to run. The results of the 3 year data release of WMAP already indicate non-zero running. If

future experiments strengthen this detection, new methods to compare theory with observations

should be devised that allow for more freedom in the form of the power spectra.

Therefore we shall use Ps(ln k) and Pt(ln k) as trajectory functions describing the tensor and

scalar curvature power spectrum of primordial perturbations. For reasons explained above it is

more convenient to use ln k, the wave number of perturbations, as time variable instead of the

physical time t. The only priors we impose are positivity of both Ps and Pt, and monotonicity

of Pt (which we only relax where stated specifically).

As already indicated above, one way of judging the compatibility of a random ensemble of

trajectories with observations is to map the ensemble of trajectories to the space of observables

S = {As, ns, nrun, r} at a pivot point. While this method has the aforementioned drawbacks, a

similar strategy with the same drawbacks is widely used in the literature especially in connection
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Figure 2.2: Chebyshev polynomials to order 4. At higher order, Chebyshev polynomials get increasingly
similar to Fourier modes.

with the flow approach to inflation[56, 57, 58, 59].

Each pair of trajectories (Ps,Pt) corresponds to a point in the space S, the whole ensemble of

trajectories to a scatter plot. A naive way to compare with observational data is to superimpose

the scatter plot of trajectory predictions on the 2d posterior likelihood contours (ns, r) obtained

from MCMC parameter estimation, see Fig. 2.6.

What we actually need is to have effective ways to generate an ensemble of realizations

of inflation with as few priors as possible. Our goal is to generate a multitude of inflation-

ary trajectories in order to scan the space of inflationary models. These trajectories can be

mapped into the traditional observables for the power spectrum of primordial scalar and tensor

perturbations.

2.3.1 Properties of Trajectory Functions

If the argument (the “time” variable) of trajectory functions is the field φ, physical time t or

number of e-folds N , the range of the argument corresponding to the same observable range in

wave number ln k can significantly vary from trajectory to trajectory, as it is the case with the

flow equations. Assuming that ln k accessible to observations ranges from ln kmin to ln kmax, it

will be convenient to construct the variable x

ln k =
ln kmax − ln kmin

2
x+

ln kmax + ln kmin

2
, (2.22)

which maps the range in ln k into the interval [−1, 1]. Thus, all inflationary models with

inflationary trajectory within the observable interval in wave number of the fluctuations are
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characterized by functions of x within the interval, −1 ≤ x ≤ +1. We want to scan over

realizations of Ps,Pt taken in the same interval of the argument (2.22).

Now we can address the problem of optimal approximation of functions in the interval

−1 ≤ x ≤ +1 from a mathematical point of view, without any physical priors, and then

optionally include the physical monotonicity constraint on Pt, our goal being to scan over

functions most uniformly.

From a mathematical perspective the most optimal uniform approximation of a function

f(x) in a finite interval −1 ≤ x ≤ +1 is given in terms of Chebyshev polynomials

f(x) =

M−1∑

j=0

cjTj(x) , (2.23)

where Tj(x) are the Chebyshev polynomials and cj are the coefficients of the Chebyshev trans-

form. The Chebyshev polynomials Tj(x) are defined in the interval −1 ≤ x ≤ +1 in the

following way

Tj(cos(x)) = cos(jx) . (2.24)

Let us write down the first Chebyshev polynomials explicitly

T0(x) = 1, T1(x) = x, T2(x) = 2x2 − 1 , T3(x) = 4x3 − 3x, . . . , (2.25)

see Fig. 2.2 for a plot of the first 4 polynomials. A remarkable property of the Chebyshev

decomposition is that it is the most accurate uniform decomposition of polynomials of a given

degree

||f(x) −
M−1∑

j=0

cjTj(x)|| = min . (2.26)

The sum (2.26) contains M polynomials with highest degree M−1. Therefore, an economic way

to represent arbitrary functions f(x) will be to scan over coefficients cj up to a selected order

jmax = M −1 and then use (2.23). An ensemble of trajectories generated by this procedure are

shown in the Fig. 2.4.

2.3.2 Sample Trajectories for V (φ) = λφn

It is instructive to get an insight into the form of trajectory functions for simple often used

monomial potentials of the form V (φ) = λφn. Assuming slow roll one has approximately

φ2 − φ2
0 = 2nM2

p (N −N0) , ǫ = n2

4n(N−N0)+2(φ0/Mp)2
,

H = 1
Mp

√
λ
3

(
2nM2

p (N −N0) + φ2
0

)n
4 , (2.27)
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where for simplicity we use the number of e-folds as time-variable. Using (2.10), these trajec-

tories for H and ǫ can be mapped into trajectories for (Ps,Pt). As a specific example consider

simple chaotic inflation V (φ) = m2

2 φ
2, m = 5×10−6Mp. We can decompose expression (Ps,Pt)

obtained through (2.27) in terms of Chebyshev polynomials and find the spectrum of coefficients

cn for this model, using a slight alternation of the series (2.23)

PS/T (N) =

M−1∑

j=0

c
S/T
j Tj(x) −

1

2
c
S/T
0 , (2.28)

where M − 1 = jmax is the maximum order of of Chebyshev polynomials in the decomposition.

This formally “unconventional” normalization of c0 is rather convenient in practical use, e.g.

see the Chebyshev code in Numerical Recipes [60], as it leads to a proper normalization of the

orthogonality relation of the Chebyshev polynomials.

The coefficients of decomposition (2.28) for the function (2.27) is shown in Fig. 2.3 together

with coefficients of the trajectories for the model V = λ
4φ

2, λ = 10−13. We see that with the

chosen definition (2.28) the values of the cjs for smooth monotonically increasing trajectories

Ps,Pt gradually decrease with j. However, possible features in Ps,Pt would still be reflected

in features in the Chebyshev “spectrum” cj .

Since both Ps,Pt and the polynomials Tj(x) are dimensionless, all coefficients cj are also

dimensionless. For a typical realization we see that zero-order coefficient c0 of (2.28) is respon-

sible for a constant elevation of the trajectory. The first order coefficient c1, as follows from

(2.25), reflects the overall slope of the trajectory. Then c2 is related to its curvature, and so on.

The expansion (2.28) up to low orders M describes relatively smooth trajectories Ps,Pt, while

increasing the order of the polynomial expansion allows to catch smaller and smaller features.

2.3.3 Creating Random Trajectories

In this subsection we discuss how to numerically generate an ensemble of trajectories like those

shown in Fig. 2.4, using both methods mentioned at the end of the previous section. We note

that from now on we change the normalization Ps,Pt → 1010Ps, 10
10Pt such that for e.g. an

expansion of Ps = 2 × 10−9 to order 1 we have c0 = 40.

In order to create a random trajectory, one can either pick random numbers for the coeffi-

cients cj of the Chebyshev expansion of the trajectory function or the values of the trajectory

function at nodal points of the Chebyshev expansion which are then converted to the coefficients

in a second step. This will generally lead to a different prior distribution than choosing the

coefficients directly as we will see later. After that the trajectory has to be tested for viability.

Sampling coefficients

We will first explore the case of choosing the coefficient of the expansion, which we call Cheby-

shev Polynomial method of a certain order for a chosen trajectory, for instance, “CP method
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(a) (b)

(c) (d)

Figure 2.3: Chebyshev coefficients to order 5 each for the trajectories of Ps , Pt for (a) V (φ) = 1
2m

2φ2

and (b) V (φ) = λφ4 of Ps (solid line), Pt (dotted line), with the positions of the nodal points indicated by

blue crosses. The spectrum of coefficients is shown in (c) for Ps(N) and (d) for Pt(N) for V (φ) = m2

2 φ
2

(red crosses) and V (φ) = λφ4 (blue hexagons).
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a) b)

Figure 2.4: Ensemble of valid trajectories Ps,Pt with a uniform prior on Ps and a logarithmic prior and
imposed monotonicity on Pt.

to order 5 for Ps(N)”, short “an order 5 expansion of Ps”, even shorter “Ps5”.

Generating pairs of trajectories Ps,Pt by sampling the coefficients ci is rather straightfor-

ward

1. draw imax − 1 random numbers c1, c2, ..., cimax−1 of the series (2.28) for Ps,

2. draw jmax − 1 random numbers c1, c2, ..., cjmax−1 of the series (2.28) for Pt,

3. optionally check for monotonicity of Pt,

producing trajectories that can easily be mapped to the classical observables (ns, r, nrun) at a

given pivot point N∗ via

ns =
dPs

d ln k
, nrun =

d2Ps

d ln k2
, r =

Ps

Pt
. (2.29)

The expansion of lnPs to order 3 and lnPt to order 1 deserves special attention as this

provides a smooth transition from traditional parametrization to the trajectory picture. Writing

out the expansion explicitly,

ln(Ps)(ln k) =
1

2
c0 + c1T1(x) + c2T2(x)

=
1

2
c0 + c1x+ c2(2x

2 − 1)

= ln(As) + ns ln k +
1

2
nrun(ln k)

2 , (2.30)

where x = 1
Nb−Na

(2 ln k − (Nb +Na)), it is obvious that there is a one-to-one correspondence

between cPt
0 , cPs

0 , cPs
1 , cPs

2 and r,As, ns, nrun. In other words, the traditional parametrization
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and lnPs3, lnPt1 sample the same space of inflationary models, albeit with slightly different

priors on the parameters, especially the tensor scalar ration r.

Sampling values at nodal points

When using the CP method it is not easy to choose the ranges for the values of the coefficients

to preferably create trajectories with a given amplitude of scalar and tensor perturbations in

the ln k range of the traditional pivot points, i.e. around k ≈ 0.002Mpc−1 and k = 0.05Mpc−1.

When running Markov chains for MCMC parameter estimation, choosing the prior range of

coefficients significantly wider than the posterior can considerably slow down convergence of

the chains.

Therefore instead of choosing the CP coefficients cj directly, we can choose the value of

the trajectory functions at the nodal points of the Chebyshev transform. We will call this

the “Chebyshev Polynomial Nodal Point” method, “CPNP”, or short “choosing at nodal”.

Scanning the trajectories is then reduced to randomly generating the values of the trajectory at

nodal points, with subsequent CP interpolation between them. This method provides significant

flexibility with respect to specific choice of the trajectory functions. Indeed, for the Pt trajectory

we can generate random values PTj and request that they are rank ordered with respect to the

nodal points, and in this way guarantee monotonicity of Pt(x), thereby dropping the rejection

rate to zero.

Suppose we want to find a polynomial expansion of an arbitrary function f(x) which is

exact at n points xk (k = 1, . . . ,K), that is the expansion

fk ≡ f(xM
k ) =

M−1∑

j=0

cjTj(x
M
k ), (2.31)

which evaluates to the same values as the function f(x) at points xk, see Eq. (2.32). The

position of the nodal points xM
k depends on M , but we will drop the index M for transparency.

Finding cj from (2.31) is actually a linear algebra problem, as is easily seen by introducing

a K ×M matrix Tkj = Tj(xk) of values of Chebyshev polynomials Tj at points xk, and writing

the sum (2.31) in vector notation f = T · c. The necessary and sufficient condition for having a

solution to this inhomogeneous system of linear equations is that rank T = rank [T |f ], and the

solution is unique if additionally rank T = M . In practice this means that (unless the matrices

involved happen to be degenerate) the desired expansion can be found and is unique if the

number of terms M in the expansion is the same as the number of points K. The coefficients of

the expansion are then obtained from the vector of function values by a simple linear operation

c = S · f , where the matrix S is the inverse of the polynomial valued matrix S = T−1.

Although one can construct a polynomial expansion which is exact on any set of points,

what makes Chebyshev expansion special is the choice of points xk which are zeroes of j-th
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order Chebyshev polynomial Tj(x)

xj
k = cos

π(k + 1
2)

j
. (2.32)

The points xM
k are called the nodal points (we will frequently drop the index M for brevity).

With this choice of points, the discrete orthogonality of Chebyshev polynomials comes into play

M∑

k=1

Ti(xk)Tj(xk) =







0 , i 6= j
M
2 , i = j 6= 0

M , i = j = 0

(2.33)

Applying (2.33) to (2.31), we get the coefficients of the Chebyshev expansions in the form

cj =
2

M

M∑

k=1

f(xk)Tj(xk) (2.34)

(with j = 0, . . . ,M − 1), which corresponds to the matrix S having components

Sjk =
2

M
cos

π(k − 1
2)j

M
. (2.35)

Thus, the relationship between the choice of coefficients of the Chebyshev expansion and

the choice of function values at a set of points is a linear one, c = S · f .
Having defined the matrix Sjk, it is instructive to examine some properties of the Chebyshev

expansion of a trajectory f(x) given the values fi ≡ f(xi) of the trajectory at nodal points xi.

For this, we write

f(x) =
∑

i,j

Ti(x)Sijfj ≡
∑

i

wi(x)fi . (2.36)

where we introduced the filter functions wi(x) = Tj(x)Sji = 2
M

∑

j cos
(

πj(i− 1
2
)

M

)

Tj(x), plotted

in Fig. 2.5. The function of order i is centered around the ith nodal point xi, denoted by

the red “+” signs, and “feels out” away from this nodal point. The higher the order M of

the Chebyshev expansion, the more localized each filter function, i.e. the influence of the fi,

becomes.

To summarize, we use the following procedure for generating random trajectories Ps,Pt

using the CPNP method

1. draw imax − 1 random values (PS0, PS1, PS2, . . .) for Ps,

2. draw jmax − 1 random values (PT0, PT1, PT2, . . .) for Pt

3. (optionally) sort them if monotonicity is desired
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(a) (b)

(c) (d)

Figure 2.5: Filter functions wi(x) for the nodal point method at order M . The red “+” signs indicate
the positions of the nodal point xi.(a) M = 3, (b) M = 5, (c) M = 10, (d) M = 15. Note the degree of
localization about the nodal points at high orders with non-trivial sidebands.
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4. calculate Chebyshev expansion coefficients c = Q · f

2.4 Trajectories and Traditional Observables

In this section we map the distribution of valid inflationary trajectories into the space of tra-

ditional observables. Traditionally the prior for inflationary models is that V (φ) is sufficiently

smooth so that the slow roll parameters remain small in which case the scalar fluctuations have

an only mildly broken scale invariant spectrum and can be parametrized by (ns, nrun, r). In

the case of the CPNP method, the prior on the allowed trajectories is of a more complex na-

ture depending on the details of the parametrization, manifesting itself in a non-uniform prior

distribution in the r − ns plane.

2.4.1 Priors in the Space of Traditional Observables

First, we generate the ensemble of inflationary trajectories Ps,Pt using the methods based on

the Chebyshev decomposition described in Sec. 2.3. The nodal point method is numerically

faster and offers more control over the details of the parametrization, so that below we mostly

discuss the results obtained using the CPNP technique.

From a given ensemble Ps,Pt we calculate the ensemble of points in the traditional space of

observables (ns, nrun, r), evaluating the observables at the pivot point k⋆ = 0.002Mpc−1. The

resulting scatter plot in the (r, ns) plane is shown in Fig. 2.6. The green contours represent 1σ

and 2σ likelihood contours of the CPNP method, and the 1σ and 2σ likelihood contours from

CMB+LSS data are presented in yellow (see Sec. 2.5 for a description of the data sets used).

Panel (a) shows lnPs to order 3, lnPt to order 1, panel (b) Ps to order 3, Pt to order 1, panel

(c) lnPs to order 5, lnPt to order 5, and panel (d) shows Ps to order 5, Pt to order 5. When

using the logarithmic expansion, the shape of the likelihood contours is fairly independent of

the expansion order. In contrast to this, the distribution of observables varies significantly when

using a linear expansion of Ps,Pt, owing to the fact that generically some trajectories have to

be discarded as their interpolation produces values Ps < 0 or Pt < 0. In addition to this,

the process of interpolating a function f(x) will generally (heavily) modify the distribution of

function values at different positions x, even in the case of linear interpolation.

2.4.2 Priors in Linear Interpolation

Naively one might expect that sampling uniformly a trajectory function at a number of nodal

points in ln k and interpolating would also lead to a more or less uniform distribution of function

values in between the sampled points. But this is only true for functions which do not have

to fulfill any constraints. In case there are any restrictions on the functions, e.g. enforcing

positivity of Ps,Pt, the prior will generally depend on the location in k-space, changing the

picture dramatically. In case of constrained trajectory functions, the prior distribution becomes

peaked away from zero despite being flat at nodal points. This can be understood in terms
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(a) (b)

(c) (d)

Figure 2.6: Prior distribution in r − ns space. The green shades are 1 and 2σ prior distributions for
various choices of parametrization of the trajectories, the yellow shades show 68% and 95% contours of
the current observational constraints from CMB+LSS data for a parametrization allowing for running
of the spectral index. (a) lnPs to order 3, lnPt to order 1, (b) Ps to order 3, Pt to order 1, (c) lnPs to
order 5, lnPt to order 5, (d) Ps to order 5, Pt to order 5. When using the logarithmic expansion, the
distribution for the observables only varies mildly with the order of expansion. In contrast to this, the
linear expansion results in a significantly different distribution. The solid yellow line shows the power
law fix point with ns = 1 − 2r

16−r
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(a) (b)

Figure 2.7: (a) Linear interpolation between two points A,B. A,B are drawn from [0, 1] with uniform
prior (b) The probability distribution of point C, located in the middle between A and B.

of a simple frequentist argument for example in a linear interpolation between two points

(A, y(A), (B, y(B)), denoted by the red dots in Fig. 2.7a. The vertical position of both points is

chosen with a uniform prior P (A) = P (B) = 1, (y(A), y(B)) ∈ [0, 1]. For the value of y(C) to

be zero, both y(A) and y(B) have to be zero, whereas for say y(C) = 0.5, the pair (y(A), y(B))

can have values (1.0, 0.0), (0.999, 0.001), . . ., therefore it is much more likely for y(C) to be 0.5

than to be zero.

Performing a more quantitative analysis of the situation, it is straightforward to calculate

the prior distribution of the point y(C) which is located in the midpoint between A and B,

P (C) =

∫ 1

0
dA

∫ 1

0
dB δ (C − (A+ (B −A)/2))P (A)P (B)

=

{

4(1 − C), 1
2 < C ≤ 1

4C, 0 ≤ C ≤ 1
2

, (2.37)

to be shaped like a triangle, see Fig. 2.7(b). Using the Chebyshev expansion for interpolation,

the prior distribution of trajectory functions in between nodal points therefore is not uniform

either. This bias is responsible for the shift in the shape of the contours in Fig. 2.6(b), (d),

changing the distribution to favor the tensor scalar ratio r at values larger than zero. The case

of constant Pt is more or less uniform in r direction (panel 2.6(b) ), while the case of varying

Pt shows clearly the effect of the interpolation since the pivot point k = 0.002Mpc−1 at which r

is evacuated does not correspond to a nodal point at which the distribution would be uniform.

This effect can significantly alter the outcome of MCMC parameter reconstruction runs as

we will see below. Most prominently it can lead to a spurious “detection” of tensors using

the Chebyshev procedure as all trajectory functions Pt related to the tensor-scalar ratio r are
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constrained to be positive.

2.4.3 Opening the Space of Observables

We will now investigate how much of the model space is open and how the distribution of ob-

servables is to be interpreted. As mentioned previously, the question of an appropriate measure

on the space of models is an ill-defined one at the moment. Even though the distribution of

points is denser in some regions of the scatter plot than in others, this does not imply that some

regions are favored by inflationary models while others are excluded and never reached. This

can be seen in Fig. 2.6 where we plot the range of observables from the CPNP method using

((ln)Ps, (ln)Pt) to orders (3, 1) and (5, 5). The “allowed” space is varying significantly for the

different choices.

In principle it is interesting to map all possible inflationary trajectories which are physically

acceptable and cover the whole class of models where Eq. (2.14) are valid. Despite ambiguities

in the density distribution of different parametrizations, it might be tempting to look for areas

in the observable space (ns, nrun, r) that cannot be reached by single field inflation models.

Obviously, the borders are defined by the applicability of the slow roll approximation when

calculating the observables. Each point in the observable space (ns, nrun, r) can be mapped

to the space of of functions ǫ(N) (that can in principle be generated by the flow method) via

its value and first and second derivatives (ǫ, ǫ′, ǫ′′) at the pivot point if the observables are

calculated to second order in slow roll, i.e. including terms with ζ. But specifying ǫ and its first

2 derivatives (or more generally finitely many, say n derivatives) at one point does not uniquely

specify the function ǫ(N) as one is always free to choose the value of the 3rd or generally (n+1)th

derivative. So there is an infinite degeneracy between points in the observable space and the

underlying inflationary model.

Now in principle this means that the space is only constrained by those points that are

accessible when 0 < ǫ < 1. However in practice one is a bit more restricted in defining the

area that is definitely accessible by inflationary models. The reason for this is that in order to

make the mapping between observable and trajectory space, slow roll has to be valid. But let

us stress that if slow roll is not valid at some points in observable space this only means that

we cannot perform the mapping. By no means are these points excluded from being generated

by valid inflationary models. It is just presently not possible to determine by which one.

2.5 Observational Constraints on Trajectory Space

As the precision and scope of cosmological observations increase the precision of the models

being compared to the data will naturally have to increase and allow for more complexity.

This move has already begun with the recent extension of the ‘basic’ parameter set to include

deviations from simple power law spectra P (k) ∼ kns−1 in the form of a mild k–dependence

parametrized by the parameter nrun ≡ dns/d ln k. However a more general parametrization of
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the shape of the initial power spectrum can be achieved with the techniques discussed above

and we now introduce an initial attempt at constraining directly the Chebyshev coefficients of

a generalized inflationary trajectory.

The advantage of such an approach is that we are not restricting ourselves to a particular

model of inflation such as a choice of potential.

We have modified the publicly available CAMB1[61] package to compute CMB angular power

spectra and matter power spectra from initial perturbation spectra generated from mth–order

Chebyshev expansions of inflationary trajectories. In Sec. 2.6 we will give an overview over the

various choices for trajectory functions and their advantages as well as disadvantages. Generally,

the trajectory functions are chosen as functions of ln k as the power spectra are sampled in

ln k. This substitutes the paradigm of a power law spectrum of initial perturbations for both

scalar and tensor modes. Thus the N Chebyshev coefficients take the place of the traditional

parameters describing the initial perturbations such as the scalar and tensor spectral index ns

and nt, the scalar amplitude As, the tensor/scalar ratio r, and any higher order spectral shape

parameters such as the running of the scalar spectrum nrun.

The modified CAMB solver is inserted into the COSMOMC2[34] Markov Chain Monte Carlo

(MCMC) parameter fitting package which is then set to sample the space of parameters.

Each Markov step in the chain draws a particular realization of the set of Chebyshev coeffi-

cients. If the resulting trajectory satisfies the conditions necessary for inflation in the observable

interval, it is accepted and used in the computation of a Cℓ spectrum from which a likelihood

with respect to a combination of CMB and LSS data is computed. We use data sets from the

following CMB experiments:

• Wilkinson Microwave Anisotropy Probe 3 data release [3, 58] (WMAP3) (see also the first

year releases [62, 63])

• Cosmic Background Imager [64, 9] (CBI), ℓ ≈ 400 . . . 3900,

• Degree Angular Scale Interferometer [65] (DASI), ℓ ≈ 140 − 800,

• Millimeter Anisotropy eXperiment IMaging Array, [6] (MAXIMA), ℓ ≈ 40 . . . 1000,

• Very Small Array [10] (VSA), ℓ ≈ 150 . . . 1400,

• Balloon Observations Of Milimetric Extragalactic Radiation And Geophysics [7] (BOOMERAnG),

ℓ ≈ 80 . . . 1400,

• Arcminute Cosmology Bolometer Array Receiver [66, 8] (ACBAR), ℓ ≈ 350 . . . 2600,

and from the Large Scale Structure (LSS) surveys

• Sloan Digital Sky Survey [4] (SDSS), k/h ≈ 0.015 . . . 0.3Mpc−1,

1http://cosmologist.info/camb/
2http://cosmologist.info/cosmomc/
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• Two Degree Field Galaxy Redshift Survey [5] (2dFGRS), k/h ≈ 0.022 . . . 0.185Mpc−1,

A typical run consists of 8 chains each with random initial positions in the full parameter

space which consists of the Chebyshev coefficients and the remaining standard physical param-

eters. These consist of Ωbh
2, and Ωch

2, the physical baryon and cold dark matter densities,

the parameter θ describing the ratio of sound horizon at last scattering to the angular diameter

distance to the last scattering surface, and the optical depth to last scattering τ . A stan-

dard set of external priors is assumed, these include an allowed range for the Hubble constant

40 ≤ H0 ≥ 90 kms−1Mpc−1 and a minimum age constraint of 10 Gyrs. We also consider only

flat models where Ωtot = 1.

In Table 2.1 we show the marginalized values for sampled parameters obtained from a

combination of 8 chains from a run with trajectories expanded up to third order in Ps and first

order in Pt. The total number of accepted samples in the chains was 48390 and the initial half

was discarded to allow for burn–in of the Markov sampling and for automatic updating of the

proposal density. The chains achieved a Gelman Rubin eigenvalue of R− 1 ≤ 0.07 before they

were considered converged.

For each sample of the Markov chains we can also re–derive the standard spectral parameters

in order to compare with conventional parameter fits. In practice this is done by choosing a

pivot scale at which the scalar spectral index ns, ratio r and scalar running dns/d ln k are

calculated using the first order slow–roll expansion. We choose a pivot scale of k⋆ = 0.05Mpc−1

and assume the tensor mode spectral index is fixed by the tensor scalar ratio through nt = −r/8.
Besides the parameters describing the primordial power spectra, we vary the parameters

Ωbh
2 (baryon density), Ωch

2 (dark matter density), θ (100× the ratio of the sound horizon

to the angular diameter distance) and τ (optical depth to the last scattering surface), where

h = H0/100
km
/ sec × Mpc

Table 2.1 also shows the marginalized distributions for a number of derived parameters:

Ωm = Ωb + Ωc (total matter density), ΩΛ (dark energy density, computed from the imposed

constraint Ωm + ΩΛ = Ωtot = 1), σ8 (scalar power on scales k = 8h−1Mpc), zre (redshift to

reionization) and H0 (Hubble parameter today).

Having obtained constraints on the space of allowed inflationary trajectories from the data

we compare them with the results of the standard parametrization (Fig. 2.8) and find them

in good agreement. In the following sections we will first investigate some issues with priors

that are common to all different choices of parametrizations, and then demonstrate explicitly

the impact priors do have on parameter estimation, especially on the ratio of tensor to scalar

perturbations.

We denote the values of the trajectory coefficients by cPs
i , cPt

i , i.e. when sampling the

coefficients as described in Sec. 2.3.3, and the values of the trajectories at the nodal points by

PSi, PTi, i.e. when sampling the values at nodal points as described in Sec. 2.3.3.
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Figure 2.8: 1D posterior distribution of the cosmological parameters in the standard parametrization.
Ωbh

2 is the baryon density, Ωch
2 is the dark matter density, θ is 100× the ratio of the sound horizon to

the angular diameter distance, τ is the optical depth to the last scattering surface, ΩΛ is the dark energy
density (coming from the imposed constraint Ωtot = 1), Ωm = Ωb + Ωc is the total matter density, σ8

is the power on scales k = 8h−1Mpc, zre is the redshift of reionization, H0 is the value of the Hubble
parameter today.
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Parameter standard lnPs3, lnPt1 lnPs3, Pt1

Ωbh
2 0.0222+0.00078

−0.00077 0.02183+0.00075
−0.00076 0.02215+0.00078

−0.00075

Ωch
2 0.1205+0.0054

−0.0054 0.1231+0.0063
−0.0062 0.1221+0.0062

−0.006

θ 1.0426+0.0031
−0.0031 1.0419+0.0031

−0.003 1.0428+0.0032
−0.0032

τ 0.093+0.014
−0.014 0.089+0.03

−0.031 0.094+0.03
−0.03

cPs
0 – 2.33+0.41

−0.39 2.29+0.4
−0.43

cPs
1 – 3.187+0.052

−0.053 3.14+0.068
−0.067

cPs
2 – 2.1+1

−1 1.6+1.2
−1.2

cPt
0 – −9.58+3.6

−0.42 2.93+0.86
−2.9

ns 0.93+0.031
−0.031 0.919+0.034

−0.033 0.926+0.034
−0.034

nrun −0.038+0.024
−0.024 −0.031+0.024

−0.024 −0.04+0.025
−0.026

ln[As] −19.937+0.065
−0.065 −19.942+0.066

−0.066 −19.929+0.066
−0.069

r < 0.36(95%CL) < 0.044(95%CL) < 0.33(95%CL)

ΩΛ 0.691+0.032
−0.032 0.672+0.039

−0.039 0.682+0.037
−0.037

Age/GY r 13.74+0.15
−0.16 13.81+0.16

−0.16 13.74+0.16
−0.16

Ωm 0.309+0.032
−0.032 0.328+0.039

−0.039 0.318+0.037
−0.037

σ8 0.831+0.032
−0.032 0.836+0.032

−0.033 0.839+0.033
−0.032

zre 11.9+2.8
−2.8 11.7+2.9

−2.8 12+2.7
−2.7

H0 68.2+2.5
−2.5 66.7+2.8

−2.7 67.7+2.8
−2.8

Table 2.1: Cosmological parameters for the standard parametrization compared with equivalent lnPs,
(ln)Pt trajectories. Ωbh

2 is the baryon density, Ωch
2 is the dark matter density, θ is 100× the ratio of

the sound horizon to the angular diameter distance, τ is the optical depth to the last scattering surface,
ΩΛ is the dark energy density (coming from the imposed constraint Ωtot = 1), Ωm = Ωb + Ωc is the
total matter density, σ8 is the power on scales k = 8h−1Mpc, zre is the redshift of reionization, H0 is
the value of the Hubble parameter today. The parameters are in good agreement, with the upper limit
for the tensor scalar ratio r strongly depending on the prior.
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2.6 Reconstructing the Primordial Power Spectra from Simu-

lated Data Sets

In this section we gauge the potential performance of the different trajectory choices by recon-

structing the shapes of known primordial spectra. The corresponding simulated Cℓ’s include

various levels of experimental noise, the noise levels expected of the upcoming Planck and

CMBPol satellite experiments

We create simulated CTT,TE,EE,BB
ℓ spectra using CAMB, optionally noise Cnoise

ℓ to the simu-

lated spectrum Csim
ℓ by

Cobs
ℓ = Csim

ℓ + Cnoise
ℓ , (2.38)

and calculate the χ2 via

χ2 =
∑

ℓ,i

χ2
i (ℓ) , χ2

i (ℓ) = fsky(2ℓ+ 1)

(
Cobs

i (ℓ)

Cth
i (ℓ)

− 1 + ln

(
Cth

i (ℓ)

Cobs
i (ℓ)

))

, (2.39)

where i∈ {TT, TE,EE,BB} and fsky is the fraction of the sky covered by observations (which

we assume to be all sky). In order to simulate experimental noise we use a program written by

A. Lewis that takes as input parameters the noise variance in µK2, the full width half maximum

(FWHM) of the detector’s beam in arc minutes and makes the simplified assumption that the

noise in polarization is a factor of 2 larger than the noise in the temperature measurements.

The noise in the Cℓ’s is then calculated according to

Cnoise
ℓ = Neℓ(ℓ+1)σ2

θ , (2.40)

where N is the noise variance, σθ = θπ
180

√
8 ln 2

, and θ the beam FWHM in arc minutes.

2.6.1 Cosmic Variance Limited Experiments

In the first instance it seems tempting to simulate a cosmic variance limited experiment without

any additional noise terms. However it turns out that in this case, the deviation in the high-ℓ

BB measurements quickly come to dominate the total χ2, see Fig. 2.9. In contrast to this, the

B-modes are getting very hard to measure as their amplitude drops dramatically and the effect

of lensing begins to dominate for ℓ & 200. These in practice undetectable true modes give most

of the contribution to the χ2 make it very hard for the chains to find the proper extremum of

the likelihood, leading to extremely slow convergence. In order to speed up convergence and to

make the simulated data sets at least in principle obtainable we include noise in simulating an

now “almost perfect experiment”, while still ignoring lensing for computational speed reasons.
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Figure 2.9: Contribution to the total χ2 ℓ by ℓ for BB. Shown is the relative error between Cℓ’s that
were created with a 10% difference in the scalar tensor ratio . The amount contribution is growing with
ℓ, just as one might expect. Note that this not taking into account the effects of lensing.

2.6.2 Planck and CMBPol Noise

Of great interest is the ability of present and future CMB experiments to detect primordial grav-

itational waves. While Planck is going to offer somewhat improved measurements of B-modes

over WMAP, the upcoming CMBPol experiment will allow for the B-modes to be measured

with excellent accuracy. However we do not investigate the discriminatory power of both Planck

and CMBPol to detect the presence of a tensor component of the primordial power spectra but

use their noise levels to demonstrate the influence of priors.

In order to simulate the experimental noise we make use of Eq. (2.40) with values for the

noise variance and FWHM taken from the following table

Parameter WMAP Planck CMBPol

Noise variance/µK2 3 × 10−2 3 × 10−4 1.7 × 10−6

FWHM/ arcmin 13 7 7

where the noise variance for CMBPol was estimated by asserting that the experimental noise

should equal the lensing signal in BB at about ℓ ≈ 200. Creating the simulated spectrum with

the standard parametrization, the parameters Ωbh
2,Ωch

2,H0, τ, As, ns, nrun for the initial data

sets are set to the best fit values of [8], see Tab. 2.2. In order to gauge the ability of the different

parametrizations to recover the presence of tensors, we vary the value of the tensor scalar ratio

r from 0 . . . 0.5.

In order to speed up the reconstruction process, we only vary the parameters describing

the primordial power spectra and keep the “late time” parameters fixed to their initial values.

The simulated spectra are reconstructed remarkably well. Using the standard parametrization,

the initial values are well reconstructed for simulated spectra with r = 0.01 and r = 0.1, the

error bars being quite smaller in the simulations with CMBPol noise compared to the case of

Planck noise, especially for r, see Table 2.3. When reconstructing the simulated spectra with

using lnPs, lnPt to order 5, each with uniform prior on lnPs, lnPt, the effect of the effective

imposed prior on r can be clearly seen, c.f. Table 2.4. As the sampling with a uniform prior

in lnPt heavily favors small values of Pt, the reconstructed values for r are all systematically

lower than the input values. Going to a uniform prior on Ps,Pt instead, the effect of finding
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(a) Parameter Value
Ωbh

2 0.0226
Ωch

2 0.115
H0 70.4
τ 0.09

(b) standard ns nrun r
As 2.15 × 10−9

ns 0.96
nrun −0.0551
r varying

(c) Parametrization Parameters
standard ns nrun r (As, ns, nrun, r)

lnPs order m, lnPt order n lnPSi, lnPGj , with i, j ∈ [0, n/m − 1]
Ps order m, Pt order n PSi, PGj , (i, j) ∈ [0, n − 1; 0,m − 1]

Table 2.2: (a) and (b)Cosmological parameters of the simulated spectra. The values in a) are taken
from [8]. The parameters of the primordial power spectra are depending on the chosen parametrization
and are listed separately. c) Parametrizations used for reconstruction. If not indicated otherwise, the
parameters listed are the values at nodal points. When sampling the coefficients instead of the values
at the nodal points we will explicitly indicate it.

(a) Initial Planck CMBPol

ln[As] −19.9678 −19.951+0.036
−0.036 −19.945+0.022

−0.021

ns 0.96 0.9593+0.0021
−0.0022 0.9591+0.0012

−0.0012

nrun −0.0551 −0.0564+0.0047
−0.0047 −0.0559+0.0025

−0.0024

r 0.01 < 0.048(95%CL) 0.01002+0.00062
−0.00062

(b) Initial Planck CMBPol

ln[As] −19.9678 −19.951+0.035
−0.035 −19.945+0.023

−0.023

ns 0.96 0.9593+0.002
−0.002 0.959+0.0013

−0.0013

nrun −0.0551 −0.0562+0.0048
−0.0049 −0.0559+0.0025

−0.0025

r 0.1 0.108+0.012
−0.016 0.10005+0.00077

−0.00082

Table 2.3: Reconstruction of a simulated spectrum with the parameters for the primordial power spectra
taken from [8] in column 2, the reconstructed values using Planck’s/ CMBPol’s projected noise in column
3 and 4 respectively. The simulated spectrum was created using the standard parametrization and the
reconstruction used the standard parametrization (a) for r = 0.01 (b) for r = 0.1.
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(a) uniform prior on lnPs, lnPt uniform prior on Ps,Pt

Parameter Initial Planck CMBPol Planck CMBPol

ln[PS0] – 1.91+0.97
−0.98 2.01+0.61

−0.63 3.5+0.88
−0.82 2.83+0.35

−0.34

ln[PS1] – 2.825+0.049
−0.049 2.829+0.022

−0.023 2.903+0.052
−0.051 2.858+0.017

−0.017

ln[PS2] – 2.943+0.027
−0.028 2.94+0.018

−0.018 2.911+0.038
−0.038 2.936+0.018

−0.018

ln[PS3] – 1.5+1.4
−1.4 1.6+1.4

−1.3 2.72+0.71
−0.71 3.22+0.46

−0.48

ln[PS4] – −0.3+10
−9.7 0.4+9.6

−10 6.82+3.2
−0.7 7.57+2.4

−0.49

ln[PT0] – −7.9+1.9
−2.1 −6.5+1

−3.5 −3.4+1.4
−1.4 −2.9+0.73

−0.74

ln[PT1] – −5.3+1.8
−1.8 −2.91+0.67

−0.63 −2.1+1.1
−1.1 −2.01+0.28

−0.27

ln[PT2] – −3.2+1.7
−1.8 −1.475+0.077

−0.075 −1.03+0.87
−0.89 −1.489+0.071

−0.068

ln[PT3] – 0.3+2
−2 0.16+0.76

−0.81 2+1.3
−1.2 0.63+0.78

−0.83

ln[PT4] – 5+5
−1.5 4.7+5.3

−1.9 6.65+3.4
−0.98 6.2+3.8

−1.1

ns 0.96 0.9595+0.0036
−0.0036 0.959+0.0024

−0.0023 0.9549+0.0043
−0.0044 0.957+0.0022

−0.0022

nrun −0.0551 −0.0558+0.0065
−0.0067 −0.0561+0.0034

−0.0033 −0.0517+0.0084
−0.0086 −0.0578+0.0028

−0.0028

ln[As] −19.9578 −19.958+0.0017
−0.0017 −19.9577+0.0012

−0.0011 −19.9583+0.0023
−0.0023 −19.9572+0.0011

−0.001

r 0.01 < 0.0088(95%CL) 0.0072+0.0014
−0.0015 < 0.042(95%CL) 0.00868+0.00092

−0.00092

(b) uniform prior on lnPs, lnPt uniform prior on Ps,Pt

Parameter Initial Planck CMBPol Planck CMBPol

ln[PS0] – 1.79+0.94
−0.94 1.98+0.6

−0.61 3.38+1
−0.99 2.82+0.37

−0.37

ln[PS1] – 2.821+0.048
−0.046 2.828+0.023

−0.023 2.898+0.06
−0.059 2.858+0.017

−0.018

ln[PS2] – 2.953+0.031
−0.031 2.938+0.02

−0.019 2.916+0.047
−0.047 2.933+0.02

−0.02

ln[PS3] – 1.5+1.4
−1.4 1.5+1.4

−1.5 2.51+0.87
−0.87 3.12+0.54

−0.55

ln[PS4] – −0.6+11
−9.4 −0.3+10

−9.7 5.81+4.2
−0.91 7.22+2.8

−0.46

ln[PT0] – −6.4+2.8
−3.6 −4.2+1.7

−5.8 −2.3+1.6
−1.5 −0.33+0.61

−0.62

ln[PT1] – −2.4+1.5
−1.6 −0.26+0.56

−0.57 −0.71+0.95
−0.94 0.44+0.19

−0.19

ln[PT2] – 0.24+0.53
−0.53 0.817+0.033

−0.033 0.56+0.54
−0.58 0.817+0.034

−0.034

ln[PT3] – 2.9+1.2
−1.2 2.47+0.7

−0.71 3.3+1.2
−1.1 2.47+0.63

−0.69

ln[PT4] – 6.6+3.4
−1.1 6.1+3.9

−1.3 7.09+2.9
−0.89 6.75+3.2

−0.99

ns 0.96 0.9595+0.0035
−0.0035 0.9591+0.0024

−0.0024 0.9548+0.0051
−0.0052 0.957+0.0023

−0.0023

nrun −0.0551 −0.055+0.0066
−0.0065 −0.056+0.0034

−0.0034 −0.0511+0.0094
−0.0095 −0.0578+0.0028

−0.0029

ln[As] −19.9578 −19.958+0.0016
−0.0017 −19.9577+0.0011

−0.0011 −19.9582+0.0028
−0.0026 −19.9572+0.0011

−0.001

r 0.1 < 0.077(95%CL) 0.0852+0.0081
−0.008 < 0.13(95%CL) 0.0925+0.0047

−0.0047

Table 2.4: Reconstruction of simulated spectra with Planck and CMBPol noise using the parametrization
lnPs, lnPt to order 5 each with uniform priors on lnPs, lnPt. The recovered values of r are systematically
lower than the input values owing to the fact that sampling in lnPt imposes a prior that greatly prefers
small values of ǫ. (a) r = 0.01 (b) r = 0.1.
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lower values of r is still present but less pronounced, underlining the influence of priors on the

results.

While demonstrating the effectiveness of the trajectory method and also serving as a double

check against errors in the programming, these results should not be taken as predictions for

the data quality to be reached by Planck or CMBPol as we ignored lensing effects that pollute

the B-modes and only varied the parameters of the primordial power spectra during the MCMC

runs, keeping the “late time” parameters fixed to their initial values.

2.7 Reconstructing the Primordial Power Spectra from Real

Data Sets

In this section we elaborate on the various parametrizations that can be used as trajectory

functions. Although intuitively the most unbiased choice for a trajectory is to use Ps,Pt and

sample its values at nodal points, it turns out that for expansion orders greater or equal 2

of Pt this choice implicitly imposes a prior on the tensor scalar ratio r, constraining it to be

larger than zero almost everywhere despite a uniform prior distribution at the nodal points, see

Sec. 2.4 for a discussion. We propose various methods of correctly taking this issue of priors

into account, highlighting the advantages and disadvantages of each parametrization.

2.7.1 Sampling with a uniform prior in lnPs, lnPt

The perhaps simplest parametrization is expanding Ps,Pt in Chebyshev polynomials up to

a certain order independently of each other. Sampling the coefficients of the expansion of

ln(Ps) to order 3 and ln(Pt) to order 1 in Chebyshev polynomials is equivalent to the standard

parametrization with As, r, ns, nrun, albeit with a slightly different prior on r, see Section 2.3.3.

The results for the MCMC parameter estimation runs in good agreement with each other, see

Tab. 2.1. Only the upper limit on the tensor scalar ratio r is heavily dependent on the prior

imposed by the parametrization, with the logarithmic prior suppressing r considerably.

2.7.2 Sampling with a uniform prior in lnPs,Pt

The influence of priors on r is seen dramatically when expanding Pt instead of ln(Pt). In this

case, the bounds on r are much weaker, allowing for r to be ∼< 0.17 at 1σ, see Table 2.1.

Changing the variable in which to sample from linear to logarithmic is equivalent to sampling

with a logarithmic prior on Pt

N−1∏

i=0

P (lnPTi) d lnPTi =
N−1∏

i=0

P (lnPTi)
d PTi

PTi

!
=

N−1∏

i=0

P (PTi) dPTi ⇒ P (PTi) =
P (lnPTi)

PTi
.

(2.41)

In other words, sampling from lnPTi uniformly at the nodal points, P (lnPTi) = 1, is equivalent

to sampling PTi at nodal points with a logarithmic prior, P (PTi) = 1
PTi

, favoring smaller values
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for PTi. While this suppresses the value of Pt, the value of Ps is determined rather well by the

data, so that as a result the tensor-scalar ratio is also suppressed, leading to the difference in

the constraint on r between sampling lnPt and Pt, see Tab. 2.1.

2.7.3 Sampling with a uniform prior on Ps,Pt

Increasing the allowed complexity by expanding Ps,Pt to order 5 each and sampling the tra-

jectory values at nodal points, we now investigate the effect of more degrees of freedom on the

reconstruction.

As shown in Fig. 2.10(d), some of the parameters PSi, PTi of the primordial spectra are

not very well constrained. This is due to the fact that observational data of sufficient quality is

not available over the full k-range. Observations stretch from about largest scales around k ≈
10−4Mpc−1 with large error bars due to cosmic variance to small scales of about k ≈ 0.1Mpc−1

from measurements of Large Scale Structure.

It is surprising that increasing the order of the (Ps,Pt) expansion from (3, 1) to (5, 5) has a

huge impact on the tensor scalar ratio r, which now is found to be constrained away from zero

at more than 3σ while still producing an angular power spectrum that fits the data remarkably

well, c.f. Fig. 2.10(b). The upturn of the tensors towards lower k is compensated for by a

downturn of scalar power (see Fig. 2.10(a)), giving the correct resulting amplitude for the TT

Cℓ’s.

Although quite exciting, this spurious detection of a non-zero tensor-scalar ratio is just

driven by the chosen priors, c.f. Sec. 2.4. Pt must be positive Pt > 0 with a negative slope
dPt
d ln k < 0 because Hubble is a decreasing function of time. This implies that even though the

values of Pt at the nodal points are sampled with a uniform prior, the prior distribution of

Pt on and especially in between nodal points is rather complex and peaked at a value larger

than zero, see Fig. 2.11. Panel (a) of this figure shows the prior probability distribution of a

non monotonic Pt trajectory to order 5 at a nodal point (black solid curve) and in between

nodal points (red dashed curve). At the nodal point, the distribution should ideally be flat,

however due to the positivity of Pt the probability distribution falls off towards lower values of

Pt. In between nodal points, an interpolation effect is responsible for the peak of the probability

distribution. To see this, assume for simplicity the linear interpolation between to points which

are chosen with uniform prior from [0, 1]. Now examine the prior distribution at a position in

the center between the two points. For the line at the center position to have the value 1, both

random points must have the value 1. On the other hand, for the line at the center to have the

value 0.5, there is a huge range of possible values for the 2 random points that will lead to the

line crossing right through the middle of [0, 1]. Therefore, the probability distribution at the

position in the middle between the two points will be shaped like a triangle, see Sec. 2.4 for a

more detailed discussion.

The same effect is happening in the case of monotonic Pt expansion in panel (b). The

distribution in between nodal points (red dashed curve) is also peaked, however this is the
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(a) (b)
Parameter Value

Ωbh
2 0.02254+0.00079

−0.00078

Ωch
2 0.1181+0.0055

−0.0054

θ 1.0434+0.0033
−0.0032

τ 0.099+0.03
−0.03

ns 0.948+0.032
−0.03

nt −0.028+0.012
−0.012

nrun −0.014+0.033
−0.034

ln[As] −19.931+0.065
−0.064

r 0.228+0.037
−0.055

ΩΛ 0.708+0.03
−0.031

Age/GY r 13.67+0.16
−0.16

Ωm 0.292+0.031
−0.03

σ8 0.839+0.032
−0.032

zre 12.2+2.6
−2.6

(c) H0 69.6+2.6
−2.6

Parameter Value

PS0 53+47
−53

PS1 21.1+3.5
−3.5

PS2 21.6+1.5
−1.5

PS3 10.5+2.5
−10

PS4 65+35
−10

PT0 2+0.31
−2

PT1 4.17+0.69
−1.1

PT2 6.76+0.93
−1.3

PT3 22.5+4.6
−5

(d) PT4 52+48
−16

Figure 2.10: Expansion of Ps,Pt to order 5 each. The plots of the primordial power spectra Ps,Pt in
panel (a) show that the ratio of scalar to tensor perturbations r is rather large. The red/ black line is
the best-fit trajectory of Ps/ Pt and the blue/ magenta lines are trajectories from the 1σ interval around
the best-fit models for Ps/ Pt. Nevertheless the resulting angular power spectra in panel (b) show good
compatibility with observational data. Shown is the best fit spectrum (red line for Ps, black line for Pt)
together with a representative ensemble of spectra from the 1σ box around it in parameter space(blue
for Ps, magenta for Pt). Panel (c) shows the marginalized values of traditional parameters, indicating
a clear detection of a non-zero r. The parameters of the Chebyshev parametrization are presented in
panel (d).
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(a) (b)

Figure 2.11: The prior probability distribution of Pt to order 5 at a nodal point (black solid curves) and
in between nodal points (red dashed curves) for (a)non monotonic and (b) monotonic Pt. The fall-off
of the distribution at lower values of Pt even on the nodal point is due to the fact that Pt is positive.
In between nodal points, the effect discussed in Sec. 2.4 causes the distribution to be peaked. In the
monotonic case, even at the nodal points enforcing monotonicity makes the distribution fall off at high
values of Pt, so that the distribution is peaked even at the nodal points, and the only effect of moving
away from the nodal points is a slight shift in the position of the peak.

combined effect of the above interpolation effect together with the following. At a nodal point

(black solid curve), the prior distribution is falling off due to positivity of Pt towards low values

of Pt just as in the non monotonic case. Additionally, it is also falling off towards larger values

of Pt because Pt is now enforced to be monotonic, making larger values of Pt unlikely (unless

it is the pivot point at the beginning of the expansion interval). The interpolation effect at this

pivot merely produces a shift of the prior probability distribution.

Having identified the implicit priors as the cause for the apparent detection of tensor modes,

we now turn towards looking for a parametrization that keeps the prior distribution flat on and

in between nodal points. It turns out that sampling the trajectories with a uniform prior on Pt

at the nodal points but the performing the expansion in lnPt has exactly this property.

2.7.4 Sampling with uniform prior in Ps,Pt and trajectory expansion in

lnPs, lnPt

To overcome the prior-induced suppression of low values of Pt away from the nodal points,

the prior has to prefer small values of Pt stronger than linearly. Obviously the most intuitive

of such priors, the logarithmic one, produces a distribution at nodal points that is heavily

skewed towards small values of Pt, not uniform. However, combining the logarithmic expansion

of lnPs, lnPt with a uniform prior at the nodal points induces a prior that is only mildly

suppressing small values of Pt, see Fig. 2.12. The fall-off of the prior towards small values of

Pt in this case is by far not as severe as in the linear case of Fig. 2.11, but only a roughly 20%
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(a) (b)

Figure 2.12: The prior distribution of a logarithmic expansion of lnPs, lnPt with a uniform prior in
Pt ∈ [0, 100] at the nodal points (black solid line) induces a prior in between nodal points (red dashed
line) that only slightly disfavors small values of Pt. Panel (b) is a zoomed out version of panel (a)
demonstrating that the fall-off of the distribution towards larger values of Pt is actually a “migration”
towards larger values Pt > 100.

reduction.

Choosing Pt at nodal points from the interval [0, 100], the distribution away from the nodal

points is also falling off towards large values of Pt. However this prior does not bias the results

of the MCMC as in our units Ps(k = 0.002Mpc−1) ≈ 21, i.e. a value of Pt larger than that

would give r > 1. The “missing” part of the prior distribution (the area between the black

solid and red dashed line) is moved towards values Pt > 100, see Fig. 2.12(b). Although there

are certainly other prior choices that are even more uniform in between nodal points, we leave

a thorough exploration of this to future work and proceed with the following prior: we expand

the trajectories in lnPs, lnPt while sampling uniformly in Ps,Pt at the nodal points to perform

an almost completely unbiased reconstruction of the primordial power spectra, with the results

displayed in Fig. 2.13. There is no sign of a detection of gravity waves but only a (rather large)

upper limits on the tensor scalar ratio r. However, as can be seen in panel (a) of Fig. 2.13,

the reconstructed tensor power spectra are highly non-monotonic, owing to the fact that the

available data offers upper limits the B-mode only in a small range around k ≈ 0.002Mpc−1

(indicated by the left vertical line in the figure) in k-space. Due to the lack of observational

data outside of this range, the rise of tensor power can only be caused by the prior influence.

As a non-monotonic spectrum of tensor perturbation is rather difficult to obtain from a

realistic model (although one could imagine models in which inflation is interrupted for short

periods), it is beneficial to impose monotonicity on Pt, trading the uniform prior on the values

of Pt for a more natural model, see Tab. 2.14.

Also in this case the effect of the non-uniform prior has been sufficiently weakened such that
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(a)

Parameter Value

Ωbh
2 0.022+0.00075

−0.00078

Ωch
2 0.1202+0.0055

−0.0054

θ 1.042+0.0032
−0.0033

τ 0.094+0.03
−0.03

ns 0.933+0.032
−0.032

nrun −0.012+0.025
−0.024

ln[As] −19.939+0.066
−0.067

r < 0.9(95%CL)

ΩΛ 0.689+0.034
−0.034

Age/GY r 13.77+0.16
−0.16

Ωm 0.311+0.034
−0.034

σ8 0.839+0.033
−0.033

zre 12.1+2.8
−2.8

(b) H0 67.9+2.6
−2.7

Parameter Value

ln[PR0] 57+43
−57

ln[PS1] 19.7+2.4
−2.4

ln[PS2] 23.1+1.4
−1.5

ln[PS3] 15.2+6.8
−6.9

ln[PS4] 54+46
−54

ln[PT0] 51+49
−51

ln[PT1] 51+49
−17

ln[PT2] 2.67+0.62
−2.7

ln[PT3] 49+51
−49

(c) ln[PT4] 50+50
−50

Figure 2.13: Expansion of lnPs, non-monotonic lnPt to order 5 each sampling with a uniform prior
on Ps,Pt. (a) Shape of the best fit trajectories for Ps,Pt in red, black together with an ensemble of
trajectories indicating the 1σ confidence interval in blue (for Ps) and magenta (for Pt). (b) Posterior dis-
tribution of the parameters including derived values for the traditional parametrization of the primordial
power spectra. (c) Posterior distribution for the trajectory parameters
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(a)

Parameter Value

Ωbh
2 0.02202+0.00079

−0.0008

Ωch
2 0.1177+0.0058

−0.0061

θ 1.0422+0.0031
−0.0031

τ 0.107+0.034
−0.033

ns 0.936+0.036
−0.035

nrun 0.034+0.03
−0.029

ln[As] −19.925+0.072
−0.072

r < 0.41(95%CL)

ΩΛ 0.703+0.034
−0.033

Age/GY r 13.76+0.16
−0.16

Ωm 0.297+0.033
−0.034

σ8 0.859+0.037
−0.037

zre 13.1+2.9
−2.8

(b) H0 68.9+2.7
−2.6

Parameter Value

PS0 9.2+0.8
−0.14

PS1 3.37+0.14
−0.14

PS2 3.008+0.091
−0.093

PS3 2+0.69
−0.68

PS4 9.32+0.68
−0.12

PT0 0.05+1
−0.96

PT1 1.12+0.66
−0.65

PT2 2.06+0.37
−0.35

PT3 5.73+0.86
−0.89

(c) PT4 9.401+0.6
−0.095

Figure 2.14: Expansion of lnPs, monotonic lnPt to order 5 each sampling with a uniform prior on Ps,Pt.
(a) Shape of the best fit trajectories for Ps,Pt in red, black together with an ensemble of trajectories
indicating the 1σ confidence interval in blue (for Ps) and magenta (for Pt). (b) Posterior distribution
of the parameters including derived values for the traditional parametrization of the primordial power
spectra. (c) Posterior distribution for the trajectory parameters.
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(a) (b)

(c) (d)

(e) (f)

Figure 2.15: Comparison of lnPs, lnPt with uniform sampling in lnP (left panels) and P (right panels).
The linear power spectra in (a) and (b) clearly show the difference in reconstructed tensor power (black
line is the best fit model, the purple lines are trajectories from the 1σ interval around it). The vertical
blue lines indicate the scales k = 0.002Mpc−1 and k = 0.05Mpc−1. However the angular power spectra
in (c) and (d) are both still in very good agreement with observations from WMAP3. The black data
points are the binned results with the error bars not including cosmic variance. The red lines are the
best fit for the total CTT

ℓ (the blue lines are models from the 1σ interval), while the black line show
the contribution of the tensors to the total CTT

ℓ (with the purple lines again being models from the 1σ
interval). The impact of the different priors is best seen in the difference of the BB signal in panels
(e) and (f), making the detection of the amplitude of the B-modes the decisive factor in beating the
influence of the priors.
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for the tensor scalar ratio there is only an upper limit but without unphysical non-monotonicity

of Pt.

The parametrization using Ps and Pt independently is the most unbiased way to reconstruct

the primordial power spectra. Ideally data alone should determine the shape of the spectra

without any bias from theory like slow-roll evolution or the presence of only one single scalar

field. However as long as the quality of available data is not strong enough, one has to very

carefully take into account the effect of (implied) priors.

2.8 Summary and Conclusions

In this paper we study ways to scan over inflationary models in order to explore the range of

primordial power spectra that can be generated. More importantly, we investigate the inverse

problem of how to reconstruct the primordial power spectra of scalar and tensor perturbations

from observational data.

While most of the previous studies on the ensemble of inflationary models used a diversity

of potential functions V (φ), we focus instead on the trajectory functions during inflation, as

described by the evolution of Ps and Pt during inflation, showing different ways of generating

random trajectories.

If the time flow along of the inflationary trajectory is measured in terms of number of

e-foldings N , then the interval of N for the observable universe generally depends on the

inflationary model. The time interval during which the inflationary trajectories are examined

can be made precisely independent of the model if time is measured in the comoving momenta

of fluctuations ln k. Thus we are dealing with an ensemble of trajectory functions over a

fixed domain of the argument which can be conveniently expanded in Chebyshev polynomials,

providing both an optimal approximation and numerically fast routines for evaluation and

taking derivatives.

We demonstrate explicitly how the traditional parametrization usingAs, ns, nrun, r is exactly

equivalent to a specific trajectory approach and show that the parameters reconstructed by

both parametrizations are in very good agreement. As a further test of reliability, we show

that simulated spectra smeared by Planck and CMBPol errors can be reconstructed with Ps,Pt

trajectories, but that there is still a residual uncertainty pertaining to the shape of the (implicit)

prior distributions.

In contrast to existing methods like the flow equations, the scanning inflation approach as

presented here does not involve any integration steps, making it numerically extremely fast.

However the trajectory choice of Ps,Pt does not respect the consistency relation connecting

them in the case of inflation driven by a scalar field.

Incorporating the consistency relation naturally leads to taking another choice for the tra-

jectory function, the deceleration parameter ǫ, where it becomes necessary to perform a single

integration to obtain the Hubble trajectory needed to compute the power spectra. In this case,
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one can describe all inflationary dynamics in terms of the evolution of e.g. ǫ(ln k), also recon-

structing the shape of the potential of the scalar field driving inflation. For details about this

and other parametrizations we refer to the accompanying paper[28].

We identified the importance of priors and the ways their bias can change the outcome

of MCMC parameter estimation. Even though parameters are sampled with flat priors, the

prior distribution of the power spectra can be implicitly altered, a fact that is easy to overlook.

Exploring various choices of priors, we demonstrated that it is possible to at least partially

smooth the inhomogeneity of the priors, making the distribution uniform and only slightly

depending on the position in k-space.

Using a uniform and homogeneous prior on Pt in an expansion to order 5, the upper limit on

r < 0.41(95%CL) is compatible with the limit r < 0.36(95%CL) obtained using the standard

parametrization, given the fact that the Pt parametrization allows for a low more degrees of

freedom. Making the (somewhat unphysical) assumption that Pt can be non-monotonic, the

upper limits on r < 0.9 are even more less stringent. However we remark that this result is

depending on the prior and therefore should be treated with caution. To put it into perspective,

contrast this behaviour with the amplitude of scalar perturbations Ps which is well constraint

even when using a logarithmic prior. We conclude that in order to ultimately decide on the

presence of gravitational waves, better observational data as e.g. promised by the CMBPol

satellite is needed.

Let us finish with a final remark on the maximal amount of complexity that can be present

in inflationary trajectories. In principle, one can increase the expansion order to arbitrarily

high numbers, allowing for more and more structure in the trajectories. Here we conjecture3

that there is a natural limitation on the structure and fine details of the trajectories, namely

that the details associated with features on time scales smaller than the inverse Hubble scale

H−1 are irrelevant. This is to say only those features on a scale exceeding one e-folding are

relevant. There are numerous examples in the literature with the calculations of the spectra

from inflation with various features like breaks in the potentials, marginal inflation etc. All

of them show that the features of the corresponding power spectra are smooth on scales less

than H. Heuristically it can be understood by analogy with diffraction patterns in wave optics,

where in our case the wavelength of interest is H−1.

This conjecture implies that in order to exhaust all potential inflationary trajectories de-

scribing the physics in the k-range accessible to observations – i.e. about 10 efolds – it is

sufficient to consider trajectories only up to order 10, making inflation a science of only 10

numbers.

3We thank Andrei Linde for useful discussions of this point.
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Chapter 3

Scanning Inflationary Trajectories

II: Acceleration Trajectories

3.1 Acceleration Trajectories

As the goal is to reconstruct the potential for a single scalar field driving inflation, we need

to employ a trajectory function that encodes all information about the inflationary period.

Specifically, the trajectory needs to fulfill the consistency relation nt = − r
8 , giving two obvious

alternative choices each with its own set of priors, see Fig. 3.1.

The first, using the Hubble parameter H(ln k) as trajectory, is a natural candidate as

all slow-roll parameters are related to it by simple differentiation, allowing an easy and fast

computation of the primordial power spectra via Eq. (2.10). However, the priors implicitly

imposed by this parametrization make Hubble not the best choice. The obvious prior, positivity

of the trajectory function, was already encountered in [27] and leads to an avoidance of low

values of H that could be overcome by using a logarithmic expansion of the trajectory function,

i.e. working with lnH =
∑M−1

i=0 ciTi(x). The other prior, that the universe is inflating (0 ≤
− Ḣ

H2 ≤ 1), is a more complex prior and hard to compensate for.

The second choice of trajectories, using ǫ(ln k) = − Ḣ
H2 as trajectory, offers a more easily

tractable alternative. The prior of the inflationary condition – that ǫ is constraint to lie in the

interval ǫ ∈ [0, 1] – and its implied avoidance of large and small values of ǫ can be easily dealt

with by switching to a logarithmic expansion which we will elaborate in more detail below.

While the choice of ǫ trajectories is the most unbiased one, given that a priori all we know

about the inflationary period is that it happened, it has a slight disadvantage compared to

choosing H, namely that numerical integration is required to relate ǫ to H so that the power

spectra can be computed using Eq. (2.10).

d lnH

d ln k
= − ǫ

1 − ǫ
. (3.1)

50
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a) b)

Figure 3.1: Ensemble of valid trajectories H(N) and corresponding slow roll parameter ǫ(N).

3.1.1 Enforcing the End of Inflation Condition with H and ǫ trajectories

Even though the choice of the Hubble parameter H as trajectory function is implying a com-

plicated prior, we briefly comment on the use of this parametrization to reconstruct the history

of the whole inflationary period from N ≈ 70 to N = 0.

If the trajectory is expanded over the whole inflationary interval, i.e. all the way from the

beginning of the observable interval N ≈ 70 to the end of inflation N = 0, the trajectory

functions must obey the end of inflation condition ǫ = 1 at N = 0. To obtain a random

inflationary trajectory realization for the trajectory function, e.g. the Hubble parameter H(N),

we draw random values of H at M points along a trajectory, optionally sort them to obtain

monotonically decreasing trajectories, and interpolate the entire trajectory using the Chebyshev

polynomial expansion. In doing so, we must ensure that the trajectory is indeed inflationary

(that is 0 < ǫ < 1 everywhere along the trajectory), and that inflation ends (ǫ = 1) at the end

point of the interval Nend = 0. While the inflationary requirement can be implemented as a

simple cut (i.e. by just discarding the trajectories that do not satisfy it), the latter requirement

is a specific constraint, and has to be dealt with when doing the draw. We will now explore

how this can be done most economically for the trajectories ǫ and H.

For the trajectory choice ǫ with the CPNP method (see Sec. 2.3.3, it is straightforward to

simply fix ǫ0 = 1 at the point N = 0.

For the trajectory choice H, the situation is more involved. We chose the (M − 1) free

parameters to be the values of H at the points which are furthest away from the end of the

interval, and set the value at the end point to satisfy the end of inflation condition. This turns

out to have a simple expression in the language of linear algebra.

The end of inflation condition ǫ = H,N/H = 1 can be equivalently written as H,N −H = 0,
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and upon expanding H(x) =
∑
cjTj(x), cast into a linear algebraic form v ·c = 0, which is just

a condition that a vector c of coefficients of Chebyshev expansion of H is orthogonal to some

(known) vector v with components vj = [T ′
j(xend)− Tj(xend)], where T ′

j =
dTj

dN . As it is easy to

check, the action of the matrix

P = 1 − pvT

p · v (3.2)

will project the vector c along the direction p (P · c = c − αp with α = v·c
p·v ) to ensure

v · (P · c) ≡ 0 , (3.3)

that is, to ensure orthogonality to v. Taking p to be the direction in the coefficient vector

space corresponding to adjusting the first function value pk = Sk1 will give us the matrix P

that will project coefficients obtained from function values fk with k = 2, . . . ,M to satisfy the

end of inflation condition. One can combine this projection with the calculation of Chebyshev

coefficients into a single step by simply defining a product matrix Q = P · S.

To summarize, the algorithm implementing a random H(N) trajectory draw that respects

the end of inflation condition at N = 0 using the CPNP method is

1. draw jmax − 1 random values f = (0, f2, . . . , fn)

2. (optionally) sort them if monotonicity is desired

3. calculate Chebyshev expansion coefficients c = Q · f

4. perform cuts rejecting non-inflationary trajectories

Let us finally elaborate on the last point of this list, the rejection of trajectories. The CPNP

method proves very flexible in that it is possible to reduce the rejection rate to be very small

and even to be zero.

A general trajectory H(N) will be rejected if either it is not monotonically increasing with

N (decreasing with time) or if it is too steep in the sense that it reaches a point where H ′ > H.

For the CPNP method using H(N), one can in principle rank-order the values of H(N) and in

this way enforce monotonicity. This is very practical to generate points in (ns, nrun, r)-space.

However it is not viable in the context of MCMC parameter estimation, i.e. in the case that

one wishes to constrain the shape of H(N) by performing parameter estimation via Markov-

Chain Monte Carlo algorithms for obvious reasons – switching the meaning of variables is rather

detrimental to the idea of taking Markov steps, as it would make two successive steps completely

uncorrelated with no hope of ever sampling from the target density.

3.1.2 Adjusting Priors

In the following we elaborate on different modifications to the ǫ trajectory functions which can

be performed to compensate for the non-uniform prior in between nodal points that is induced

by the inflation condition, see panel (a) in Fig. 3.3.
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Renormalizing Trajectories

When using the CPNP method to create a ǫ(ln k) trajectory it is very practical to consider

renormalizing trajectories to constrain them to [0, 1], so that all trajectories are valid and

no rejections have to be performed. This can be accomplished by introducing two cut-off

parameters ǫ(0), ǫ(1) to map ǫ to a function g(x) which is then Chebyshev-expanded. In this

way, we can map trajectories that would make excursions to ǫ < 0 or ǫ > 1 back into 0 < ǫ < 1

by defining the mapping of ǫ↔ g(x).

g(ǫ(x)) =







2ǫ(0) − (ǫ(0))
2

ǫ(x) , ǫ(x) < ǫ(0)

ǫ(x), ǫ(0) < ǫ(x) < ǫ(1)

2ǫ(1) − 1 + (1−ǫ(1))2

1−ǫ(x) , ǫ(x) > ǫ(1)

ǫ(x) =







(ǫ(0))
2

2ǫ(0)−g(x)
, g(x) < ǫ(0)

g(x), ǫ(0) < g(x) < ǫ(1)

1 − (1−ǫ(1))2

g(x)+1−2ǫ(1)
, g(x) > ǫ(1)

. (3.4)

This definition provides a continuous and smooth way of mapping ǫ with the values of the

cut-off points controlling where the mapping should kick in. However, the prior on ǫ in between

nodal points that is induced by this method is not uniform, see Fig. 3.3(a).

Nonlinear Mapping to ln(−nt)

One possibility to overcome the problem of keeping ǫ confined to the interval [0, 1] without

rejecting low tensors when choosing ǫ at nodal points is to sample the values of ǫ at nodal points

but expand ln ǫ in Chebyshev polynomials. However this can potentially still lead to boundary

avoidance issues so that instead we use a parametrization that is equivalent to ln(−nt) to lowest

order in slow-roll, where the tilt of the tensor power spectrum is related to ǫ by

nt =
2ǫ

ǫ− 1
. (3.5)

ǫ = {0, 1} corresponds to nt = {0,−∞}, so during inflation nt has to be negative. While this

parametrization avoids the boundary at ǫ = 1 (observations exclude extremely large values of ǫ

close to unity), changing the parametrization to ln(−nt) pushes the ǫ = 0 boundary to ∞ and

thereby avoids the rejection of low r. But at the same time it raises the problem of sampling

from a non-compact interval if sampling is done in terms of the values of ln(−nt) at nodal

points.

A few sample trajectories are shown in Fig. 3.2, giving the visual impression that the

distribution of values in between nodal points is more uniform when expanding in ln(−nt)

compared to ǫ. This is confirmed by Fig. 3.3 which shows the distribution of function values ǫ

at and in between nodal points.
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(a) (b)

Figure 3.2: Sampling ǫ at 5 nodal points in ln k. The same values of ǫ at the nodal points are interpolated
(a) using ǫ (b) using ln(−nt), with the same line styles corresponding to each other. The interpolation
using ln(−nt) is more uniform in between nodal points.

ln(−nt) expansion with uniform prior in ǫ

As mentioned above, Fig. 3.3 suggests the following strategy to combine the advantages of both

the ǫ and the ln(−nt) expansion. Selecting the values of ǫ at nodal points with a uniform prior

and then interpolating in between them using ln(−nt), the interval to draw random numbers

from stays compact, and at the same time issues of disfavoring small values of ǫ in between

nodal points are avoided. As panel (c) in Fig. 3.3 shows, the distribution of trajectory values

in between nodal points becomes much more uniform when using the expansion in ln(−nt),

making this choice of trajectory function the preferred one.

Instead of explicitly sampling uniformly in ǫ at the nodal points and subsequently trans-

forming the values to ln(−nt), one can alternatively perform the sampling uniformly in ln(−nt)

at nodal points and compensate for this by adjusting the likelihood by ∆
(

χ2

2

)

, e.g. when

performing MCMC parameter estimation.

We demonstrate the calculation of ∆
(

χ2

2

)

with the explicit example of going from a uniform

prior on ǫ to a uniform prior in ln(−nt). Adjusting the prior this way allows for great flexibility,

making it very easy to test different choices of priors in practice.

P (ǫ)dǫ = P (ǫ)

∣
∣
∣
∣

dǫ

d ln(−nt)

∣
∣
∣
∣
d ln(−nt)

!
= P (ln(−nt))d ln(−nt),

⇒ P (ln(−nt)) =

∣
∣
∣
∣

dǫ

d ln(−nt)

∣
∣
∣
∣
=

∣
∣
∣
∣

dǫ

dnt

dnt

d ln(−nt)

∣
∣
∣
∣
=

2

(nt + 2)2
,

⇒ ∆

(
χ2

2

)

= ln

(
2

(nT + 2)2

)

, (3.6)
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(a) (b) (c)

Figure 3.3: Prior distribution of values of ǫ at (red solid line) and in between (black solid line) nodal
points in different parametrizations. At the nodal points, the distribution is flat. However the dotted
green line in panel (a) shows the prior distribution at the nodal point when rejecting trajectories that
do not support inflation over the whole observable interval, i.e. where ǫ wanders outside of [0, 1]. This
does not occur when renormalizing ǫ or when expanding in ln(−nt). (a) expansion in ǫ. (b) expansion
ǫ with renormalization. (c) expansion in ln(−nt) with uniform prior in ǫ.

where we used that P (ǫ) should be uniform and ǫ = nt
nt+2 ,

dǫ
dnt

= 2
(nt+2)2 ,

d ln(−nt)
dnt

= − 1
nt

.

Adding this additional term for each nodal point to the log(Likelihood) obtained from

comparing the prediction of the specific realization of the trajectory with observational data

adjusts the prior as desired, resulting in an effectively uniform distribution of ǫ along the nodal

points.

3.2 Sample trajectories for V (φ) = λφn

It is instructive to get an insight into the form of trajectory functions for simple, often used

monomial potentials of the form V (φ) = λφn, c.f. the analysis for Ps,Pt trajectories in Chap-

ter 2.3.2. Assuming slow roll, one has approximately

φ2 − φ2
0 = 2nM2

p (N −N0) , ǫ = n2

4n(N−N0)+2(φ0/Mp)2
,

H = 1
Mp

√
λ
3

(
2nM2

p (N −N0) + φ2
0

)n
4 , (3.7)

where for simplicity we use the number of e-folds as time-variable.

As a specific example consider simple chaotic inflation V (φ) = m2

2 φ
2, m = 10−6Mp. We

can decompose expression (3.7) in terms of Chebyshev polynomials and find the spectrum of

coefficients cn for this model, using a slight alternation of the series (2.23)

ǫ(N), H(N) =

M−1∑

j=0

cjTj(x) −
1

2
c0 , (3.8)

where M − 1 = jmax is the maximum order of of Chebyshev polynomials in the decomposition.

This formally “unconventional” normalization of c0 is rather convenient in practical use, e.g.

see the Chebyshev code in Numerical Recipes [60], as it leads to a proper normalization of the
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orthogonality relation of the Chebyshev polynomials.

The result of decomposition (3.8) for the function (3.7) is shown in Fig. 3.4. Proceeding

analogously for the model V = λ
4φ

2, the spectrum for the trajectories for λ = 10−13 is plotted

in the same figure for comparison. We see that the values of cj for smooth monotonically

decreasing functions H(x), ǫ(x) gradually decrease with increasing jx. Since the polynomials

Tj(x) are dimensionless, all coefficients cj have dimension of mass, so that we choose 10−5Mp as

units of cj . For a typical realization we see that the 0th order coefficient c0 of (3.8) is responsible

for a constant elevation of H, ǫ, while the first order coefficient c1 reflects the overall slope of

the H(x), ǫ(x) fall-off and c2 is related to its curvature, and so on. The expansion (3.8) with a

low order polynomial describes a relatively smooth functions H(x), ǫ(x). Increasing the order

of the polynomial expansion allows to catch smaller and smaller features of the trajectories

H(x), ǫ(x).

3.3 Flow Equations

A different approach to generate inflationary trajectories uses the inflationary flow equations[23]

which will be briefly sketched below.

Consider the set of slow roll parameters as defined in Eq. (2.6). Switching the argument of

the parameters from the field φ to the number of e-folds N and successively differentiating the

defining equations with respect to the number of e-folds, it is straight-forward to construct a

hierarchy of first order ODEs

dǫ

dN
= ǫ(σ + 2ǫ) = 2ǫ(η − ǫ) ,

dσ

dN
= −5ǫσ − 12ǫ2 + 2(2λH) ,

d(ℓλH)

dN
=

(
1

2
(ℓ− 1)σ + (ℓ− 2)ǫ

)

(ℓλH) + (ℓ+1λH) , (3.9)

where σ = 2η − 4ǫ. After specifying random initial conditions for {ǫ, σ,ℓ λH}, trajectories are

generated by solving the equations forwards in time (i.e. backwards in N) until either slow-roll

breaks down, some preset maximum time has passed, or a fix-point is reached. Once slow roll

breaks down (which is identified with the end of inflation at which N = 0), the equations are

evolved backwards in time for a random number of e-folds between N = 40, . . . , 70. If inflation

ends prematurely, i.e. if the model does not support inflation for the chosen number of e-folds,

this model is not valid and rejected.

In practice, this infinite set of equations has to be truncated to be tractable on a computer.

Generally the hierarchy is truncated at order of ≈ 7, and the initial values for the ℓλH are

chosen from the interval [−0.5 × 10−ℓ, 0.5 × 10−ℓ], imposing what is in effect a very smoothing

prior on the allowed realizations of inflation.

The solutions of the flow equations differ by the choice of initial conditions. The process
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(a) (b)

(c) (d)

Figure 3.4: Chebyshev coefficients to order 5 each for the trajectories of (a) ǫ and (b) H for V (φ) = m2

2 φ
2

and V (φ) = λφ4 with the position of the nodal points indicated by blue crosses. The distributions of the

coefficients is shown in (c) for ǫ(N) and (d) for H(N) for V (φ) = m2

2 φ
2 (red crosses) and V (φ) = λφ4

(blue hexagons). The vertical axis is given in units of Mp.
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of scanning over the models is thus controlled by the details of scanning over the range of

initial conditions. The random choice of initial values for the ℓλH in some region is translated

to scattering points across the space of observables (ns, nrun, r) at some random value of N ,

resulting in plots like those shown Fig. 2.6 for the (ns, r)-plane. Superimposing the WMAP χ2

contours shows the degree of (in)compatibility between observational data and the realizations

of inflation. Although the WMAP papers [67] correctly state that the theoretical flow equation

points have no statistical weights at all, still one can be left with the incorrect impression that it

is hard to make inflationary models to be compatible with the data, since most of the theoretical

points obtained by the flow method are off the best fit observational area.

Let us scrutinize the flow approach further. First, we shall notice that the truncation of

the set of flow equation at ℓmaxλH means that the ℓmax
th derivative of H(φ) is zero, i.e. H(φ)

is a polynomial of (ℓmax − 1)th order, see also [68]. This immediately means that assuming

slow roll we are dealing with a specific class of inflaton potentials V (φ), namely those which

can be expressed as the ratio of two polynomials. Second, the prescription how to define

the small parameters ℓλH in terms of derivatives of H(φ) is ambiguous. We can introduce

other combinations of higher derivatives of H(φ) which describe the same inflationary system.

Therefore the hierarchy of flow equations is also ambiguous and does not reflect any physical

dynamics of the system. Only truncating the system of ODEs and differences in the range

of initial values introduces differences between the different ways to define the hierarchy of

parameters. In fact the system of flow equations is nothing but one of many ways to generate

a random ensemble of inflationary trajectories. One might even define the hierarchy in terms

of ns, nrun, r, n
ℓ
run, which would result in filling the (ns, r)-plane in Fig. 2.6 uniformly.

3.3.1 Comparison Chebyshev Polynomials vs. Flow trajectories

It is interesting to compare the efficiency of the sampling of inflationary trajectories by the

scanning and flow method because ultimately, we are looking for a uniform sampling in the

space of trajectories. For this, one needs to rigorously define uniform sampling on the space of

all relevant functions – a task of functional analysis.

The Chebyshev polynomials are the best uniform approximation to a given function in a

fixed interval (which always needs to be mapped to [−1,+1] in practice), so they represent

a natural candidate for the basis in function space in which to sample. However, it does

not preclude other methods to be more successful for certain classes of functions, for instance

exponential functions. Here we adopt a simple-minded practical approach to compare trajectory

functions ǫ(N) generated by the different approaches of CP/ CPNP (see Sections 2.3.3 and 2.3.3)

and flow equations in performing a Chebyshev transform of the functions and compare their

“spectra”, the distribution of the coefficients cj which is an analogue of the Fourier transform

of the functions. We will compare the consequences for the scatter plots in the space of classical

observables in the next section.

In order to obtain the “Chebyshevization” of a given function f(x) defined in a finite domain
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Figure 3.5: Comparison of Chebyshev coefficients c1, . . . , c6 of ǫ(N). The histograms show the distri-
bution of coefficients obtained by the 7th order CPNP scanning method (solid curve) for ǫ(N) and by
the 7th order flow method (dashed curve). The scanning method covers a wider range of coefficients,
therefore sampling this function space more uniformly.
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x ∈ [−1, 1] it is fastest to use the orthogonality of the Chebyshev polynomials to obtain

cj =
2

M

M−1∑

k=0

f(xk)Tj(xk) , (3.10)

where the xk = cos(
π(k+ 1

2
)

M ) are the nodal points, see Eq. (2.32), which has the advantage that

instead of an integration only a summation of a few terms has to be performed.

In order to perform the Chebyshev transformation on the output ǫ(N) of the flow algorithm,

we have to compensate for the fact that the integration routine for the flow equations only gives

results at a finite number of points. We used a cubic spline interpolation to obtain the values of

ǫ(N) at the nodal points needed to calculate the cj-s for the flow method. For the CP/CPNP

method, we choose the order of Chebyshev expansion equal to the order of flow truncation.

However one should note that a given order of truncation in the flow equations does not

really correspond to a Chebyshev expansion of the same order. Actually, the solution ǫ(N) for

a given order of the flow equations has in principle infinitely many Chebyshev modes. This can

be seen the following way: as mentioned in Sec. 3.3, the flow method corresponds to writing

H(φ) in a truncated power series in φ, which corresponds to an infinite series in N through
dφ
dN =

√
2ǫMp. Therefore a finite power series in φ corresponds to an infinite power series in N

and vice versa. In practice this means that comparing the Chebyshev “spectra” of functions

generated by the CP/CPNP method with the spectra of the functions generated by the flow

approach should only be regarded as giving a qualitative picture.

Now we apply this procedure to the functions obtained from flow methods. We ran the flow

equations at order 7 and produced 1000 valid trajectories. For the CPNP scanning method, we

chose ǫ(N) at 7 nodal points and produced 1000 valid trajectories. As can be seen in the plot

of the Chebyshev spectra of the functions Fig. 3.5, the scanning method covers a wider range

of the coefficients, indicating that the CPNP method provides a more representative ensemble

of trajectories in this function space. We omitted c0 in the table as it is not drawn randomly

but determined by the end of inflation condition.

In general, a broader spectrum of the cj does not necessarily directly translate into a bigger

area in the (r, ns)-plane of observables for which the coefficients of each single trajectory should

be uncorrelated. It turns out that in fact for the CPNP method a broader spectrum of the cj

corresponds to a larger area of points in the plane of observables which we will see explicitly

below.

Let us finally comment on the computational efficiency and speed. The scanning approach

is generally faster than the flow method, with the difference depending on the exact scanning

method. On a 2.0GHz Pentium 4 at order 5, see Table 3.1 The direct CP method, choosing

the coefficients of the Chebyshev expansion of ǫ(N) is only mildly faster than the flow method

but if the size of the interval from which to sample the coefficients is decreased, the speed and

efficiency increase.
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Method time/trajectory [s]

Flow 10−1

CPNP H(N) 10−3

CPNP ǫ(N) 10−4

CPNP ǫ(N) renormalized 3 × 10−5

Table 3.1: Comparison of run-time between the flow and the scanning approach. All times measured on
an 2.0GHz Intel Pentium 4.

The enormous difference in computational speed between the CPNP and the flow method is

easy to understand. First of all, the CP based methods only require drawing random numbers

and rejecting invalid trajectories. The main speed penalty is the generation of invalid trajec-

tories which can be avoided when modifying the parametrization in a suitable way. This is in

contrast to numerically evolving a system of differential equations in the flow approach, plus

rejecting invalid trajectories.

There are several modifications of the scanning methods that affect the rejection ratio. For

example, when performing CPNP at 2 nodal points for H(N), there is a ≈ 50% chance that

the trajectory will be rejected because H(N) will be increasing with time instead of decreasing.

Instead of rejecting this trajectory, one could instead rank-order the values of H(N) and in

this way enforce monotonicity. In this case, only trajectories that have ǫ > 1 can potentially

be created, decreasing the rejection rate.

In the case of choosing ǫ at nodal points, the trajectory is already guaranteed to be in-

flationary for most of the time as the values at the nodal points are within the bounds [0, 1],

so only when the interpolation between two neighboring points “overshoots” outside of this

interval the trajectory needs to be rejected.

Even these rejections can be avoided when renormalizing ǫ or expanding in ln(−nt) (see

Sec. (3.1.2)). These modification of the CPNP method reparametrize trajectories in such a way

that by construction they do not leave the inflationary domain ǫ ∈ [0, 1], causing all created

trajectories to be accepted, i.e. no cuts need to be performed to remove trajectories that do

not inflate for a sufficiently long period.

To sum up, the CP scanning methods prove to be faster as generating invalid trajectories

can be completely avoided and as they do not involve the numerically expensive integration

of a set of differential equations but only a simple and fast evaluation of functions expressed

through Chebyshev polynomials.

3.4 Physical Constraints on Trajectories

In this section we review physical constraints on the trajectory functions H(x) and ǫ(x) related

to their definitions, as well as constraints related to V (φ).
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From the Einstein equations we have

Ḣ = − 1

2M2
p

(ρ+ p) ≤ 0 , (3.11)

for positive energy density ρ and equation of state p ≥ −ρ. In particular for scalar fields φa

this gives Ḣ = − 1
2Mp

φ̇2
a ≤ 0, making the Hubble parameter a decreasing function of time. Since

dt = −dN/H, changing the time variable to the number of efolds N gives

dH

dN
≥ 0 . (3.12)

making the function H(N) an increasing function of the argument. In the regime of self-

reproduction, quantum effects may force H to become an increasing function of time for short

periods of time, but we assume those effects to be negligible during the last 70 e-foldings of

inflation.

Next, inflation takes place if

|Ḣ| ≤ H2 , (3.13)

with equality corresponding to the end point of inflation, leading to a constraint on the param-

eter ǫ ≡ d ln H
dN during inflation

0 ≤ dH

dN
≤ H ⇔ 0 ≤ ǫ ≤ 1 , (3.14)

where ǫ(N = 0) = 1 at the end of inflation.

In principle, inflation may be interrupted by brief jumps of ǫ outside of the interval (3.12),

but since this is accompanied by strongly broken scale invariance of the fluctuation spectra,

we disregard these trajectories. The two conditions (3.14) exhaust the constraints on H and ǫ

from general relativity.

The next level of constraints is related to the physical properties of scalar field potentials

V (φ), leading to less general constraints than those from considerations of general relativity

(3.14). Rewriting the HJ equation (2.5) in terms of functions of N and using (2.5) we get

(

6 − d

dN

)

H2 =
2

M2
p

V [φ(N)] . (3.15)

From the positivity of V we obtain dH
dN ≤ 3H ⇔ ǫ < 3, which is weaker than (3.14). However, we

also require that the function V (φ(N)) is monotonically increasing as a function of N , without

local minima within the interval 0 < N < 70, dV
dN > 0. Then from (3.15) it follows that the

slow roll parameter

η = 2
M2

p

H

d2H

dφ2
=

1

ǫ

(
1

H

d2H

dN2
− 1

2

dǫ

dN

)

≤ 3 , (3.16)

which is a new constraint on η that by definition is satisfied in the slow roll regime η < 1.
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The final constraint is that inflation should last for a sufficient number of e-folds. Two

different attitudes can be taken towards this condition. On the one hand, it is a desirable goal

to reconstruct the whole acceleration history of the inflationary period from say N ≈ 70 all the

way to N = 0 in the context of surveying which possible trajectories are allowed or examining

the problem of the measure of inflation (and of course also when doing model building). But if

one would like to confront the trajectories with observations, reliable measurements are so far

only obtainable in a limited range in k-space, from the size of today’s horizon at k ≈ 10−4Mpc−1

probed by full sky CMB observations to the scales of LSS measurements at k ≈ 1Mpc−1. The

corresponding interval in the number of e-folds is about ∆ ≈ 10, the position of which can

vary anywhere from N ≈ 30 . . . 100 depending on the details of reheating, see Section 2.2.1. It

would be technically very challenging to constrain a general trajectory over the whole range

N = 0 . . . 100 if the only reliable constraints are available around N = 90 . . . 100. Therefore we

focus on the reconstruction of the potential in the observable interval.

We denote the values of the trajectory coefficients by ci, i.e. when sampling the coefficients

as described in Sec. 2.3.3, and the values of the trajectories at the nodal points by ǫi, ln(−nt)i,

i.e. when sampling the values at nodal points as described in Sec. 2.3.3.

3.5 MCMC Reconstruction of Simulated CMB Data Sets

In this section we perform a check of the scanning method using ǫ trajectories to reconstruct

simulated CMB data sets, using the same method as in Chapter 2.6 to simulate experimental

noise from the upcoming satellites Planck and CMBPol.

3.5.1 Simulated Data Sets

Creating the simulated spectrum with the standard parametrization, the parameters Ωbh
2,

Ωch
2, H0, τ , As, ns, nrun for the simulated data sets are set to the best fit values of [8], see

Tab. 3.2. In order to gauge the ability of the different parametrizations to recover the presence

of tensors, we vary the value of the tensor scalar ratio r from 0 . . . 0.5.

When using the ǫ parametrization to create the simulated spectra, the primordial power

spectra are encoded in the values of ǫ at nodal points, ǫi, i ∈ [0 . . . N ], and the integration

constant H1, see Eq. (3.1). We choose the values of ǫi to give values of r from 0.0001 . . . 0.5,

and adjust the integration constant H1 such that the scalar amplitude is roughly As ≈ 2×10−9

at k = 0.002Mpc−1. All other parameters are fixed to the same values as used for the standard

parametrization, see Tab. 3.2.

3.5.2 Reconstruction of the Simulated Spectra

When performing the reconstruction we use several simplifying assumptions to keep the com-

putational effort reasonable. First of all we keep all “late time” cosmological parameters fixed

and vary only the parameters describing the primordial power spectra. Secondly we ignore the
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(a) Parameter Value
Ωbh

2 0.0226
Ωch

2 0.115
H0 70.4
τ 0.09

(b) standard parametrization
As 2.15 × 10−9

ns 0.96
nrun −0.0551
r varying

(c) ǫ2, ǫ3 (∗)

ǫi varying
H1 varying

Table 3.2: (a)-(c)Cosmological parameters of the simulated spectra (the definition of the parameters
are given in Sec. 2.5). The values in (a) are taken from [8]. The parameters of the primordial power
spectra are depending on the chosen parametrization and are listed separately. (∗) The parameters for
the ǫ parametrizations are adjusted such that the scalar amplitude As roughly has the value 2.15×10−9.
If not indicated otherwise, the parameters listed are the values at nodal points. When sampling the
coefficients instead of the values at the nodal points we will explicitly indicate it.

(a) (b)

Figure 3.6: Marginalized posterior distribution for the parameters from the reconstruction of a simulated
spectrum created using the standard parametrization. The blue vertical lines indicate the value of the
input value of the simulated spectra. (a) Planck noise. (b) CMBPol noise.

effects of lensing. Therefore we do not claim to make any statements about the abilities of

future experiments to detect for example r > 0, but merely use the reconstruction of simu-

lated spectra as a test of correctness after modifying CAMB and COSMOMC to support the various

parametrizations of the primordial power spectra and to demonstrate the prior dependence of

the MCMC results.

First we reconstruct a spectrum generated by the traditional parametrization using the

traditional parametrization. With the amplitude of the tensor to scalar ratio r = 0.01 and

CMBPol’s error bars, the reconstruction of the original values (indicated by the blue lines)

works reasonably well (see Fig. 3.5.2)(b), whereas the simulated Planck data is too noisy to

allow for a reconstruction of r = 0.01 (see Fig. 3.5.2(a)).

Also working with a spectrum generated by ǫ trajectories we reconstruct the initial values

(indicated by blue lines) reasonably well, both at order 2 and 5(see Fig. 3.7(a) and Fig. 3.7(b)
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(a) (b)

Figure 3.7: Marginalized posterior distribution for the parameters from the reconstruction of a simulated
spectrum created using the ǫ parametrization. With CMBPol’s noise the parameters ǫ0, ǫ1, . . . , H1 of
the primordial power spectrum are perfectly recovered. The blue vertical line denotes the value used to
create the simulated spectrum. The two bottom rows display the posterior distributions for the derived
standard parameters As, ns, nt, nrun, r. (a) epsilon to order 2 (b) epsilon to order 5

respectively), where for comparison we also show the derived traditional parameters describing

the primordial power spectra As, ns, nrun, r, nt. However in the order 5 reconstruction, the

two values of ǫ0, ǫ4, corresponding to the values of the ǫ trajectories at the borders of the

reconstruction interval in ln k-space, are only poorly determined, which can be explained by

the fact that these points are located in regions corresponding to scales where only limited

observational data is available.

Finally we examine the influence of the implicit priors imposed by different parametrizations

on the ability to reconstruct the value of the tensor scalar ratio r. Fig. 3.8 shows plots of initial

values of r versus reconstructed values of r for a Planck type experiment (left column) and a

CMBPol type experiment (right column), using the standard parametrization (top row), ln(ǫ)

to order 5 (middle row) and ln(ǫ) to order 5 with uniform prior on ǫ at the nodal points (bottom

row). The green line corresponds to rin = rout and the red circles are the reconstructed values

including error bars, while the red lines without circles are upper limits.

For a Planck type experiment, the different priors give vastly different results for rin <

0.05 ⇔ log10(r)in = −1.3, with the standard parametrizations and the logarithmic prior on ǫ

to order 5 only giving upper limits for r while the sampling of ln(ǫ) with a uniform prior on ǫ

always gives a (spurious) detection.

Assuming a CMBPol type experiment, the influence of the different priors is negligible down

to rin = 0.001 ⇔ log10(r)in = −3, owing to the quality of data. On the other hand, for r < 0.001

the parametrization sampling ln ǫ with a uniform prior on ǫ reconstructs too large values of r

while the other parametrizations find upper limits.
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(a1) (a2)

(b1) (b2)

(c1) (c2)

Figure 3.8: Reconstruction of simulated spectra created with the standard parametrization using different
values of the tensor-scalar ratio r = rrin on the horizontal axis and reconstructed value rreconstruct on
the vertical axis, using the following parametrizations: (a) standard (b) sampling ln ǫ5 (c) sampling ln ǫ5
with uniform ǫ prior. Note the influence of the implicit prior from the choice of parametrization on the
reconstructed values of r for simulations with Planck errors (left column) compared to CMBPol errors
(right column). Using the ln parametrization with a uniform prior on ǫ gives systematically too large
reconstructed values in the case of Planck errors (panel (c1)).
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order 1 order 5
Parameter uniform ǫ uniform ln(−nt) uniform ǫ uniform ln(−nt)

Ωbh
2 0.02309+0.00047

−0.00046 0.02345+0.00052
−0.00055 0.02234+0.00085

−0.00081 0.02158+0.00077
−0.00079

Ωch
2 0.1148+0.0038

−0.0038 0.1153+0.0037
−0.0037 0.1263+0.0068

−0.0067 0.1207+0.0074
−0.0078

θ 1.0437+0.0028
−0.0027 1.0456+0.0028

−0.0028 1.045+0.0033
−0.0033 1.0408+0.0033

−0.0033

τ 0.082+0.028
−0.029 0.103+0.031

−0.034 0.1+0.03
−0.03 0.097+0.032

−0.033

H0 71.3+1.4
−1.4 72.1+1.5

−1.6 13.67+0.17
−0.17 67+3

−3

ln[−nt]0 −4.03+0.34
−0.33 −7.449+4.1

−0.049 0.2+1.1
−1.1 −12.1+1.4

−7.9

ln[−nt]1 – – −2.35+0.32
−0.33 −9.4+2.5

−1.6

ln[−nt]2 – – −3+0.35
−0.35 −9.4+2.9

−11

ln[−nt]3 – – −1.1+0.67
−0.68 −9+2.3

−1.6

ln[−nt]4 – – 1.2+1.1
−1.1 −10.8+2.8

−9.2

ln[H1] 1.35+0.16
−0.15 −0.3+2

−2.9 −2.35+0.32
−0.33 −1.3+2.2

−2.4

ns 0.9813+0.0067
−0.0068 0.9925+0.0075

−0.0093 0.885+0.04
−0.04 0.913+0.045

−0.038

nt −0.0185+0.0065
−0.0067 −0.0074+0.0074

−0.0033 −0.049+0.013
−0.012 −0.0031+0.0031

−0.0017

ln[As] −19.967+0.063
−0.065 −19.912+0.068

−0.066 −19.899+0.069
−0.071 −19.939+0.07

−0.07

r 0.148+0.053
−0.052 < 0.086(95%CL) 0.39+0.099

−0.1 < 0.16(95%CL)

Table 3.3: Reconstruction of acceleration trajectories from real data to different orders using the ln(−nt)
parametrization and different priors. The definition of the “late-time” parameters is given in Sec. 2.5.
A uniform prior on ǫ results in a spurious detection of r > 0 whereas a uniform prior on ln(−nt) gives
upper bounds on r that are tighter than the ones obtained by the standard parametrization. Both these
results are purely driven by the prior.

3.6 MCMC Reconstruction from Real Data Sets

In this section we employ ln(−nt) trajectories with different priors – in essence trajectories of

the acceleration history of the universe which incorporate the consistency condition between the

scalar and tensor power spectra – to reconstruct the shape of the primordial power spectra and

ultimately the shape of the inflationary potential. As in Section 2.7 we again run a modified

version of CAMB and COSMOMC to perform MCMC runs to constrain trajectories to various orders,

using the same observational data sets.

Power Spectra and Acceleration Histories

Starting with the expansion of ln(−nt) and a uniform prior on ǫ to order 1, there is an apparent

2σ detection of tensors (see Table 3.3) that cannot be explained by the prior issues we encoun-

tered before because an expansion to order 1 has ǫ =const and therefore the prior is completely

uniform over the whole interval in k. To understand this apparent detection we need to make

the connection explicit between choosing ǫ at a number of nodal points and the traditional

parametrization.

A choice of constant ǫ, i.e. choosing ǫ at 1 nodal point, allows for a non-zero spectral index

ns − 1 = −2ǫ and non-zero tensor-scalar ration r = 16ǫ. There are 2 degrees of freedom in

the ǫ-parametrization: The value of ǫ and the integration constant H1. This corresponds to 2
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degrees of freedom in the traditional parametrization: As, ns, r, together with the constraint

r = −8(ns − 1) which incorporates our assumption that there is a single scalar field driving

inflation. The driving force for the tensor detection is not the data but the constraint between

ns and r with the well-constrained ns forcing a detection of r > 0. Interestingly enough, when

using a logarithmic prior on ǫ only an upper bound on r is found as well as only a negligible

deviation of the scalar spectral index from unity, possibly indicating that observational data is

not yet strong enough to clearly detect a deviation from a scale-invariant Harrison Zel’dovich

spectrum.

Choosing ǫ at 2 nodal points allows for a non-zero running nrun in addition to non-zero ns, r.

One can express the running of the spectral index through ǫ and its derivatives with respect

to ln k, ǫ(n) ≡ dnǫ/dn ln k, in the following way (for simplicity we ignore higher order slow roll

parameters ζ, . . .)

nrun =
dns

d ln k
=
ǫ− 1

ǫ
ǫ′′ +

(
ǫ′

ǫ

)2

− 2ǫ′. (3.17)

From this it is obvious that in the ǫ-parametrization with 2 nodal points (which means that

ǫ′ =const, ǫ′′ = 0), nrun is varying with ln k, albeit not freely but slaved to ǫ(ln k). Counting free

parameters, there is {H1, ǫ0, ǫ1} vs {As, ns, nrun, r} in the traditional parametrization. But as

in the case of constant ǫ the latter set of parameters also entails a constraint between ns, nrun

and r which embodies the restriction to single field inflation models.

Also in the case of reconstructing ǫ at 2 nodal points, there is an apparent detection of

tensors with r ∼> 0.05. However, it is not the data which is enforcing this, but an effect of

the priors as outlined in Sec. 2.4, which is driving ǫ away from zero in between nodal points,

creating a bias against small values of r.

Going to an expansion of ln(−nt) to order 5 in the reconstruction (see Table 3.3), we find that

using a uniform prior on ǫ results in a (spurious) detection of r ≈ 0.4 which is purely due to the

choice of prior. With a uniform prior on ln(−nt), we find an upper limit on r < 0.16(95%CL)

(somewhat tighter than the limit r < 0.4 obtained by using the standard parametrization)

which is due to the preference of small values of ǫ caused by the choice of prior.

Reconstructing the Potential

Having obtained the posterior distributions of the parameters for the primordial power spectra,

using the slow roll formula Eq. (2.13) and

V (ln k) = 3H(ln k)2
(

1 − 1

3
ǫ(ln k)

)

, (3.18)

dφ

d ln k
= −

√
2ǫ

1 − ǫ
, (3.19)
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(a) (b) (c)

Figure 3.9: The reconstructed inflationary potential V (φ) using the ln(−nt) parametrization with uni-
form prior on ǫ. Panel (a) shows the best fit potential with in red, with the positions of the field φ
at k = 0.05Mpc−1 and k = 0.002Mpc−1 indicated by the blue vertical lines. Note in panel (b) that
although the potential is varying over several orders of magnitude (owing to large values of ǫ over a
wide range of k), on observable scales V (φ) varies only by little. Panel (c) shows the normalized recon-
structed potential (solid red line) with potentials from the 1σ interval around it in (dotted blue lines)
over normalized field values as the variation of φ is depending on the given trajectory.

allows to parametrically plot (φ(ln k), V (ln k)), see Figs. 3.9 and 3.10. The positions of k =

0.05Mpc−1 and k = 0.002Mpc−1 are indicated by vertical blue lines in panels (a) and (b).

While the potential reconstructed using a parametrization with a uniform prior on ǫ in

Fig. 3.9(a) is varying over several orders of magnitude owing to relatively large values of ǫ,

the small values of r (and therefor ǫ) in the case of a uniform prior on ln(−nt) induce only

a small variation in V (φ) and also a lower energy scale of inflation, see Fig. 3.10. Note that

the huge variation of V in the case of the uniform prior on ǫ happens outside the range in ln k

where good data is available, c.f. Fig. 3.9(b).

3.7 Degeneracy of the Potential Reconstruction

In this section we make the important observation that the reconstruction of the scalar field

potential V (φ) from the known spectrum of the scalar perturbations Ps(k) alone is strongly

degenerate. It turns out that a given shape of Ps(k) corresponds to a whole one-parametric

family of potentials V (φ), which can differ significantly in appearance, varying from concave to

convex potentials, all giving identical spectra of scalar perturbations. In other words, potentials

from new inflationary type to chaotic and all in between are all degenerate with respect to the

scalar spectrum. A restricted form of ambiguity of the potentials with regards to the scalar

power spectrum is well known in form of a duality between a pair of potentials. [69] found that

the chaotic inflation model with potential V (φ) = 1
4λφ

4 and the new inflation type potential

V (φ) = V0 − 1
4λφ

4 give the same spectrum of fluctuations Ps(k) ∼ ln k3/2.

Here we make an even stronger statement, that not only pairs of potentials are degenerate

with respect to the scalar spectrum, but an infinite number of potentials within a family of

potentials produces identical power spectra of scalar perturbations. Moreover the continuous
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(a) (b) (c)

Figure 3.10: The reconstructed inflationary potential V (φ) using the ln(−nt) parametrization with
uniform prior on ln(−nt). Panel (a) shows the best fit potential with in red, with the positions of
the field φ at k = 0.05Mpc−1 and k = 0.002Mpc−1 indicated by the blue vertical lines. Note that
in contrast to Fig. 3.9 the potential is varying only very little, owing to small values of ǫ. Panel (b)
shows the variation of V (ln k). Panel (c) shows the normalized reconstructed potential (solid red line)
with potentials from the 1σ interval around it in (dotted blue lines) over normalized field values as the
variation of φ is depending on the given trajectory.

parameter which labels the members of the family is nothing but the amplitude of the tensor

mode at a pivot point (which can be freely chosen), e.g. at the CMB quadrupole. There-

fore knowledge of the amplitude of tensor fluctuations lifts the degeneracy of the potential

reconstruction.

First we demonstrate the degeneracy of the potential reconstruction from the scalar spec-

trum of fluctuations in the uniform acceleration approximation for cosmological perturbations.

Then we argue about the stability of this result for an exact calculation of the fluctuations.

Finally, we show how this degeneracy appears in terms of the slow roll formalism of fluctuations.

The theory of scalar fluctuations from inflation in the uniform acceleration approximation

gives the equation for the power spectrum as a function of comoving momentum k

Ps(k) =
1

8π2ǫ

(
H

Mp

)2 ∣
∣
∣
k=aH

=
H4

16π2M4
pH

′2

∣
∣
∣
k=aH

, (3.20)

where we used the notation H ′ = ∂H
∂φ and the right hand side is to be evaluated at the moment

when k = aH.

Now recall the Hamilton Jacobi equation from which we can express the scalar field potential

through H(φ) and its derivative H ′(φ)

V (φ) = 3M2
pH

2 − 2M4
pH

′2 (3.21)

where we seek to express the scalar potential through the known function Ps(k). Substituting

H ′ from Eq. (3.20), we obtain

V (φ) = H2M2
p

(

3 − 1

8π2Ps

(
H

Mp

)2
)

. (3.22)
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Finally we express the Hubble parameter H through the function Ps, using (3.20) to find

dH

dφ
=

1

4πM2
p

H2

√Ps
. (3.23)

We want to define H as a function of the momenta ln k. For this we recall the relationship

between dφ and d ln k

dφ =

√
2ǫ

1 − ǫ
Mp d ln k , (3.24)

or equivalently

φ− φ0 = 4πM2
p

∫ lnk

ln k0

d ln k′
H(k′)

√

Ps(k′)
H2(k′) − 8π2M2

pPs(k′)
, (3.25)

where we used ǫ = − Ḣ
H2 = 1

8π2Ps

(
H
Mp

)2
. After we substitute (3.24) into (3.23), we obtain the

following first order equation for the function H(k)

dH

d ln k
=

H3(k)

H2(k) − 8π2M2
pPs(k)

. (3.26)

Thus, a given function Ps(k) defines a one parametric family of trajectories where the integra-

tion constant H1 (not to be confused with the value of Hubble H0 today) corresponds to the

value of the Hubble parameter at a given wave number ln k0. The value of H1 labels the mem-

bers of the family of trajectories that produce identical scalar power spectra, see Fig. 3.11(a).

Substituting the solution H(H1, k) in Eq. (3.22 and using Eq. (3.25) one can parametrically

plot φ(ln k), V (ln k) to obtain the degenerate family of potentials V (φ), see Fig. 3.11(b) and

(c), which contains both chaotic and new inflation types.

In order to break this degeneracy it is sufficient to determine the value of Hubble at any

wave number e.g. by measurement of the tensor power spectrum

Pt(k) =
2

π2

(
H

Mp

)2

. (3.27)

This will provide information about the scale of inflation and determine which of the trajectories

H(ln k) is the one correctly describing the inflationary period.

It is interesting to see how the degeneracy manifests itself in terms of the slow roll parame-

ters. At lowest order in slow roll, ns − 1 = 2η− 4ǫ. Assume that ns is measured to be ns = µ1.

In the plane (η, ǫ) this defines the degeneracy line 2η = µ1 + 4ǫ. Adding the measurement of

the running of the spectral index nrun = −2ζ + 5σǫ + 12ǫ2 introduces a higher order slow roll

parameter ζ, see Eq. (2.6), so that fixing the running of the index at to dns/d ln k = µ2 defines

a hypersurface in the 3d parameter space (η, ǫ, ξ). We can continue adding more freedom to ns,

but each higher derivative of ns introduces an additional higher order slow-roll parameter. The

bottom line is that for a given scalar spectrum in terms of the spectral index and its deriva-

tives (ns, dns/d ln k, ...) there is a hypersurface which defines the degeneracy of the parameters
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(a) (b) (c)

Figure 3.11: Degeneracy of the potential. All different trajectories for H shown in (a) – corresponding
to the potentials in (b) – reproduce the same scalar power spectra. Panel (c) shows a plot of the
normalized potential, which shows that both convex and concave potentials can describe the same scalar
power spectrum.

(ǫ, η, ξ, ....) which can only be resolved by measuring r = PGW
Ps

= 16ǫ.



Chapter 4

Roulette Inflation with Kähler

Moduli and their Axions

4.1 Introduction

The “top-down” approach to inflation seeks to determine cosmological consequences beginning

with inflation scenarios motivated by ever-evolving fundamental theory. Most recent attention

has been given to top-down models that realize inflation with string theory. This involves the

construction of a stable six-dimensional compactification and a four-dimensional extended de

Sitter (dS) vacuum which corresponds to the present-day (late-time) universe, e.g., the KKLT

prescription [17]. Given this, there is a time-dependent, transient non-equilibrium inflationary

flow in four dimensions towards the stable state, possibly involving dynamics in both sectors.

Currently, attempts to embed inflation in string theory are far from unique, and indeed

somewhat confused, with many possibilities suggested to engineer inflation, using different

axionic and moduli fields [19, 20], branes in warped geometry [70], D3-D7 models [71, 72, 73],

etc. [74, 75, 76, 77, 78, 79, 80]. These pictures are increasingly being considered within a string

theory landscape populated locally by many scalar fields.

Different realizations of stringy inflation may not be mutually incompatible, but rather

may arise in different regions of the landscape, leading to a complex statistical phase space of

solutions. Indeed inflation driven by one mechanism can turn into inflation driven by another,

e.g., [81], thereby increasing the probability of inflation over a single mechanism scenario.

So far all known string inflation models require significant fine-tuning. There are two classes

that are generally discussed involving moduli. One is where the inflaton is identified with brane

inter-distances. To realize slow-roll inflation, the effective inflaton mass should be smaller than

the Hubble parameter during inflation, m2 < H2. However, the brane position moduli fields φ

are not minimally coupled but rather are conformally coupled and, therefore, acquire effective

mass terms through 1
12Rφ

2 with R ∼ H2 [82]. An example is warped brane inflation [70]. A

possibility was discussed to make the coupling non-conformal, so the inflaton mass would be

73
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below H but at the price of a fine-tuning [70]. The heavy inflaton mass is also a problem

in supergravity inflation models. Another class is geometrical moduli such as Kähler moduli

associated with 4-cycle volumes in an internal Calabi-Yau manifold as in [19, 20], which has

been recently explored in [21] and which we extend here to illustrate the statistical nature of

possible inflation histories.

Different models of inflation predict different spectra for scalar and tensor cosmological

fluctuations. From cosmic microwave background and other large scale structure experiments

one can hope to reconstruct the underlying theory that gave rise to them, over the albeit

limited observable range. Introduction of a multiple-field phase space leading to many possible

inflationary trajectories necessarily brings a statistical element prior to the constraints imposed

by data. That is, a theory of inflation embedded in the landscape will lead to a broad theory

“prior” probability that will be updated and sharpened into a “posterior” probability through

the action of the data, as expressed by the likelihood, which is a conditional probability of

the inflationary trajectories given the data. All we can hope to reconstruct is not a unique

underlying acceleration history with data-determined error bars, but an ensemble-averaged

acceleration history with data-plus-theory error bars [83].

The results will obviously be very dependent upon the theory prior. In general all that

is required of the theory prior is that inflation occurs over enough e-foldings to satisfy our

homogeneity and isotropy constraints and that the universe preheats (and that life of some sort

forms) — and indeed those too are data constraints rather than a priori theory constraints.

Everything else at this stage is theoretical prejudice. A general approach in which equal a priori

theory priors for acceleration histories are scanned by Markov Chain Monte Carlo methods

which pass the derived scalar and tensor power spectra though cosmic microwave background

anisotropy data and large scale clustering data is described in [83]. But since many allowed

trajectories would require highly baroque theories to give rise to them, it is essential to explore

priors informed by theory, in our case string-motivated priors.

The old top-down view was that the theory prior would be a delta-function of the correct

one and only theory. The new view is that the theory prior is a probability distribution on

an energy landscape whose features are at best only glimpsed, with huge number of potential

minima, and inflation being the late stage flow in the low energy structure toward these minima.

In the picture we adopt for this paper, the flow is of collective geometrical coordinates

associated with the settling down of the compactification of extra dimensions. The observed

inflaton would be the last (complex) Kähler modulus to settle down. We shall call this T2. The

settling of other Kähler moduli associated with 4-cycle volumes, T3, T4, ... and the overall volume

modulus, T1, as well as “complex structure” moduli and the dilaton and its axionic partner,

would have occurred earlier, associated with higher energy dynamics, possibly inflations, that

became stabilized at their effective minima. The model is illustrated by the cartoon Fig. 4.1.

We work within the “large volume” moduli stabilization model suggested in [84, 18, 85] in

which the effective potential has a stable minimum at a large value of the compactified internal
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Figure 4.1: Schematic illustration of the ingredients in Kähler moduli inflation. The four-cycles of the
CY are the Kähler moduli Ti which govern the sizes of different holes in the manifold. We assume T3

and the overall scale T1 are already stabilized, while the last modulus to stabilize, T2, drives inflation
while settling down to its minimum. The imaginary parts of Ti have to be left to the imagination. The
outer 3 + 1 observable dimensions are also not shown.

volume, V ∼ 105 − 1020 in string units. An advantage of this model is that the minimum exists

for generic values of parameters, e.g., of the flux contribution to the superpotential W0. (This

is in contrast to the related KKLT stabilization scheme in which the tree-level W0 is fine-tuned

at ∼ 10−4 in stringy units in order for the V minimum to exist.)

In this paper, we often express quantities in the relatively small “stringy units” ms ∝
MP /

√
V, related to the (reduced) Planck mass

MP = 1/
√

8πG = 2.4 × 1018GeV , (4.1)

where G is Newton’s constant.

In this picture, the theory prior would itself be a Bayesian product of a number of con-

ditional probabilities: (1) of manifold configuration defining the moduli; (2) of parameters

defining the effective potential and the non-canonical kinetic energy of the moduli, given the

manifold structure; (3) of the initial conditions for the moduli and their field momenta given the

potentials. The latter will depend upon exactly how the “rain down” from higher energies oc-

curs to populate T2 initial conditions. An effective complication occurs because of the so-called

eternal inflation regime, when the stochastic kicks that the inflaton feels in an e-folding can be

as large as the classical drift. This T2-model is in fact another example of stringy inflation with

self-reproduction. (See [19] for another case.) If other higher-energy moduli are frozen out,

most inflationary trajectories would emerge from this quantum domain. However we expect

other quantum domains for the higher-energy moduli to also feed the T2 initial conditions, so

we treat these as arbitrary.
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The Kähler moduli are flat directions at the stringy tree level. The reason this picture works

is that the leading non-perturbative (instanton) and perturbative (α′) corrections introduce only

an exponentially flat dependence on the Kähler moduli, avoiding the η-problem. Conlon and

Quevedo [21] focused on the real part of T2 as the inflaton and showed that slow-roll inflation

with enough e-foldings was possible. A modification [86] of the model considered inflation in a

new V direction but with a negative result.

The fields Ti are complex, Ti = τi + iθi. In this paper we extend the model of [21] to include

the axionic direction θ2. There is essentially only one trajectory if θ2 is forced to be fixed at its

trough, as in [21]. The terrain in the scalar potential V (τ2, θ2) has hills and valleys in the θ2

direction which results in an ensemble of trajectories depending upon the initial values of τ2, θ2.

The field momenta may also be arbitrary but their values quickly relax to attractor values. The

paper [87] considered inflation only along the θ direction while the dynamics in the τ direction

were artificially frozen. We find motion in τ always accompanies motion in θ.

In Kähler moduli models, there is an issue of higher order perturbative corrections. Even

a tiny quadratic term would break the exponential flatness of the inflaton potential and could

make the η-problem reappear. In this case, one will need to introduce a fine-tuning of the

parameters in order for these corrections to have a limited effect on the crucial last sixty e-folds

(see § 4.3 for details).

In § 4.2 we describe the model in the context of type IIB string theory. In § 4.3 we address

whether higher (sub-leading) perturbative corrections introduce a dangerous mass term for the

inflaton. In § 4.4 we discuss the effective potential for the volume, Kähler moduli and axion

fields, showing with 3 moduli that stabilization of two of them can be sustained even as the

inflaton T2 evolves. Therefore in § 4.5 we restrict ourselves to V (τ2, θ2) with the other moduli

stabilized at their minima. § 4.6 explores inflationary trajectories generated with that potential,

for various choices of potential parameters and initial conditions. In § 4.7 we investigate the

diffusion/drift boundary and the possibility of self-reproduction. In § 4.8 we summarize our

results and outline issues requiring further consideration, such as the complication in power

spectra computation that follows from the τ2, θ2 freedom.

4.2 The Type IIB String Theory Model

Our inflationary model is based on the “large-volume” moduli stabilization mechanism of [84,

18, 85]. This mechanism relies upon the fixing of the Kähler moduli in IIB flux compactifications

on Calabi-Yau (CY) manifolds M by non-perturbative as well as perturbative effects. As argued

in [84, 18, 85], a minimum of the moduli potential in the effective 4d theory exists for a large

class of models. The only restriction is that there should be more complex structure moduli in

the compactification than Kähler moduli, i.e. h1,2 > h1,1 > 1, where h1,2, h1,1 are the Hodge

numbers of the CY. (The number of complex structure moduli is h1,2 and the number of Kähler

moduli is h1,1. Other Hodge numbers are fixed for a CY threefold.) The “large-volume” moduli
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stabilization mechanism is an alternative to the KKLT one, although it shares some features

with KKLT. The purpose of this section is to briefly explain the model of [84, 18, 85].

An effective 4d N = 1 supergravity is completely specified by a Kähler potential, superpo-

tential and gauge kinetic function. In the scalar field sector of the theory the action is

SN=1 =

∫

d4x
√−g

[
M2

P

2
R−K,ij̄Dµφ

iDµφ̄j − V (φ, φ̄)

]

, (4.2)

where

V (φ, φ̄) = eK/M2
P

(

Kij̄DiŴDj̄
¯̂
W − 3

M2
P

Ŵ
¯̂
W

)

+ D-terms. (4.3)

Here K and Ŵ are the Kähler potential and the superpotential respectively, MP is the reduced

Planck mass eq.(4.1), and φi represent all scalar moduli. (We closely follow the notations of

[85] and keep MP and other numerical factors explicit.)

The α′3-corrected Kähler potential [88] is

K
M2

P

= −2 ln



V +
ξg

3
2
s

2e
3φ
2



− ln(S + S̄) − ln

(

−i
∫

M
Ω ∧ Ω̄

)

. (4.4)

Here V is the volume of the CY manifold M in units of the string length ls = 2π
√
α′,

V = Vsl
6
s and we set α′ = 1. The second term in the logarithm represents the α′-corrections with

ξ = − ζ(3)χ(M)
2(2π)3 proportional to the Euler characteristic χ(M) of the manifoldM . S = −iC0+e

−φ

is the IIB axio-dilaton with φ the dilaton component and C0 the Ramond-Ramond 0-form. Ω is

the holomorphic 3-form of M . The superpotential depends explicitly upon the Kähler moduli

Ti when non-perturbative corrections are included

Ŵ =
g

3
2
s M3

P√
4π



W0 +

h1,1
∑

i=1

Aie
−aiTi



 , W0 =
1

l2s

∫

M
G3 ∧ Ω. (4.5)

Here, W0 is the tree level flux-induced superpotential which is related to the IIB flux 3-form

G3 = F3 − iSH3 as shown. The exponential terms Aie
−aiTi are from non-perturbative (instan-

ton) effects. (For simplicity, we ignore higher instanton corrections. This should be valid as

long as we restrict ourselves to aiτi ≫ 1, which we do.) The Kähler moduli are complex,

Ti = τi + iθi , (4.6)

with τi the 4-cycle volume and θi its axionic partner, arising from the Ramond-Ramond 4-form

C4. The Ai encode threshold corrections. In general they are functions of the complex structure

moduli and are independent of the Kähler moduli. This follows from the requirement that W

is a holomorphic function of complex scalar fields and therefore can depend on τi only via the

combination Ti = τi + iθi. On the other hand, W should respect the axion shift symmetry
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θi → θi + 2π
ai

and thus cannot be a polynomial function of Ti. (See [89, 90, 91] for discussion.)

The critical parameters ai in the potential are constants which depend upon the specific

nature of the dominant non-perturbative mechanism. For example, ai = 2π
gs

for Euclidean D3-

brane instantons and ai = 2π
gsN for the gaugino condensate on the D7 brane world-volume. We

vary them freely in our exploration of trajectories in different potentials.

It is known that both the dilaton and the complex structure moduli can be stabilized in

a model with a tree level superpotential W0 induced by generic fluxes (see e.g. [92]) and the

lowest-order (i.e. ξ = 0) Kähler potential, whereas the Kähler moduli are left undetermined

in this procedure (hence are “no scale” models). Including both leading perturbative and non-

perturbative corrections and integrating out the dilaton and the complex structure moduli,

one obtains a potential for the Kähler moduli which in general has two types of minima. The

first type is the KKLT minima [17] which requires significant fine tuning of W0 (∼ 10−4) for

their existence. As pointed out in [85], the KKLT approach has a few shortcoming, among

which are the limited range of validity of the KKLT effective action (due to α′ corrections)

and the fact that either the dilaton or some of the complex structure moduli typically become

tachyonic at the minimum for the Kähler modulus. (We note, however, that [93] argued that

a consistent KKLT-type model with all moduli properly stabilized can be found.) The second

type is the “large-volume” AdS minima studied in [84, 18, 85]. These minima exist in a broad

class of models and at arbitrary values of parameters. An important characteristic feature

of these models is that the stabilized volume of the internal manifold is exponentially large,

Vmin ∼ exp (aτmin), and can be O(105 − 1020) in string units. (Here τmin is the value of τ at

its minimum.) The relation between the Planck scale and string scale is

M2
P =

4πVmin

g2
s

m2
s , (4.7)

where Vmin is the volume in string units at the minimum of the potential. Thus these models can

have ms in the range between the GUT and TeV scale. Also, in these models one can compute

the spectrum of low-energy particles and soft supersymmetry breaking terms after stabilizing

all moduli (see [85, 94]). All these features make the “large-volume” compactification models

especially attractive phenomenologically.

Conlon and Quevedo [21] studied inflation in these models and showed that there is at least

one natural inflationary direction in the Kähler moduli space. The non-perturbative corrections

in the superpotential eq.(4.5) depend exponentially on the Kähler moduli Ti, and realize by

eq.(4.3) exponentially flat inflationary potentials. As mentioned in § 4.1, higher (sub-leading)

α′ and string loop corrections could, in principle, introduce a small polynomial dependence on

the Ti which would beat exponential flatness at large values of the Ti. Although the exact form

of these corrections is not known, we assume in this paper that they can be made unimportant

for the values Ti take during the last stage of inflation. This may require fine tuning of the

parameters or narrowing down of the class of working models in some other way (see § 4.3).
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After stabilizing the dilaton and the complex structure moduli we can identify the string

coupling as gs = eφ, so the Kähler potential (4.4) takes the simple form

K
M2

P

= −2 ln

(

V +
ξ

2

)

+ ln gs + Kcs , (4.8)

where Kcs is a constant. Using this formula together with equations (4.3), (4.5), and (4.11),

one can compute the scalar potential. In our subsequent analysis, we shall absorb the constant

factor eKcs into the parameters W0 and Ai.

The volume of the internal CY manifold M can be expressed in terms of the 2-cycle moduli

ti, i = 1, ..., n = h1,1:

V =
1

6
κijkt

itjtk , (4.9)

where κijk is the triple intersection form of M . The 4-cycle moduli τi are related to the ti by

τi =
∂

∂ti
V =

1

2
κijkt

jtk , (4.10)

which gives V an implicit dependence on the τi, and thus K through eq.(4.8). It is known [95]

that for a CY manifold the matrix ∂2V
∂ti∂tj

has signature (1, h1,1−1), with one positive eigenvalue

and h1,1 − 1 negative eigenvalues. Since τi = τi(t
j) is just a change of variables, the matrix

∂2V
∂τi∂τj

also has signature (1, h1,1 −1). In the case where each of the 4-cycles has a non-vanishing

triple intersection only with itself, the matrix ∂2V
∂τi∂τj

is diagonal and its signature is manifest.

The volume in this case takes a particularly simple form in terms of the τi:

V = α

(

τ
3/2
1 −

n∑

i=2

λiτ
3/2
i

)

. (4.11)

Here α and λi are positive constants depending on the particular model.1 This formula suggests

a “Swiss-cheese” picture of a CY, in which τ1 describes the 4-cycle of maximal size and τ2, . . . , τn

the blow-up cycles. The modulus τ1 controls the overall scale of the CY and can take an

arbitrarily large value, whereas τ2, . . . , τn describe the holes in the CY and cannot be larger

than the overall size of the manifold. As argued in [18, 85], for generic values of the parameters

W0, Ai, ai one finds that τ1 ≫ τi and V ≫ 1 at the minimum of the effective potential. In

other words, the sizes of the holes are generically much smaller than the overall size of the CY.

The role of the inflaton in the model of [21] is the last modulus among the τi, i = 2, ..., n, to

attain its minimum. As noted by [21], the simplified form of the volume eq.(4.11) is not really

necessary to have inflation. For our analysis to be correct, it would be enough to consider a

model with at least one Kähler modulus whose only non-zero triple intersection is with itself,

1For example, the two-Kähler-moduli model with the orientifold of P
4
[1,1,1,6,9] studied in [96, 18, 85] has

α = 1/9
√

2, λ1 = 1, and λ2 = −1.
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i.e.,

V = α(... − λiτ
3/2
i ) , (4.12)

and which has its own non-perturbative term in the superpotential eq.(4.5).

4.3 Perturbative Corrections

There are several types of perturbative corrections that could modify the classical potential on

the Kähler moduli space: those related to higher string modes, or α′-corrections, coming from

the higher derivative terms in both bulk and source (brane) effective actions; and string loop,

or gs-corrections, coming from closed and open string loop diagrams.

As we mentioned before, α′-corrections are an important ingredient of the “large volume”

compactification models of [84, 18, 85]. They are necessary for the existence of the large volume

minimum of the effective potential in the models with Kähler moduli “lifted” by instanton

terms in the superpotential. The leading α′-corrections to the potential arise from the higher

derivative terms in the ten dimensional IIB action at the order ∼ α′3,

SIIB = − 1

2κ2
10

∫

d10x

√

−g(10)e−2φ[R+ 4(∂φ)2 + α′3 ζ(3)

3 · 211
J0 − α′3 (2π)3ζ(3)

4
Q+ ...] , (4.13)

where J0 ∼ (RMN
PQ)4 and Q is a generalization of the six-dimensional Euler integrand,

∫

M
d6x

√
gQ = χ . (4.14)

Performing a compactification of (4.13) on a CY threefold, one finds α′-corrections to the metric

on the Kähler moduli space, which can be described by the ξ-term in the Kähler potential (4.4)

(see [97, 88]). We will see later that this correction introduces a positive term ∼ ξW 2
0 /V3 into

the potential. As discussed in [85], further higher derivative bulk corrections at O(α′4) and

above are sub-leading to the 1/V3 term and therefore suppressed. (Note that in the models

we are dealing with, there is effectively one more expansion parameter, 1/V, due to the large

value of the stabilized V.) Also, α′-corrections from the D3/D7 brane actions depend on 4d

space-time curvatures and, therefore, do not contribute to the potential. String loop corrections

to the Kähler potential come from the Klein bottle, annulus and Möbius strip diagrams similar

to those computed in [98, 99] for the models compactified on the orientifolds of tori. The Kähler

potential including both leading α′ and loop corrections can be schematically written as [98, 99]

K = −2 lnV − ξ

V +
f1

V2/3
+

f2

V4/3
+ ... . (4.15)

(We have dropped terms depending only on the brane and complex structure moduli.) Here f1

and f2 are functions of the moduli whose forms are unknown for a generic CY manifold. If they

depend upon the inflaton τi polynomially, a mass term will arise for τi with the possibility of
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an η-problem. For example, if one assumes f1(τi) = Fτ r
i with some constant F and a non-zero

constant r, then the corresponding contribution to the potential will be

δV (τi) ∼ FV− 8
3 τ r

i ∼ FV 2
3
(r−4)ϕ

4
3
r ,

where ϕ, the canonically-normalized inflaton field, is related to τi as implicit in the equation

(see § 4.5.1). In order for this correction to be smaller than the smallest ϕ-dependent term we

find in the uncorrected potential derived in § 4.4, one needs to fine-tune the model-dependent

coefficient F to fall faster then O(1/V2r/3). For example, a quadratic mass term with r = 3
2

would require F to fall faster then 1/V.

As well as τ -corrections there are possible θ-corrections. Non-perturbative effects modify

the superpotential by breaking the shift symmetry, making it discrete. As noted we do in-

clude these. Although leading perturbative terms leave the Kähler potential θ-independent,

subleading corrections can lead to θ-dependent modifications, which we ignore here.

Note also that, although the exact form of higher (sub-leading) corrections is unknown, any

correction which introduces dependence on τi only via V will not generate any new mass terms

for τi. Nevertheless, these corrections can still affect the value of the stabilized volume V. The

reason for this is that any Kähler correction gives rise to a (V-dependent) term ∼ W 2
0 in the

potential, as seen from (4.3), and W0 is not necessarily small. Although in the “large volume”

compactification models W0 can take arbitrary values, we will keep it sufficiently moderate, to

avoid having corrections bigger than the uncorrected potential.

In the rest of the paper, we study inflaton potentials that do not include the dangerous

terms discussed above, assuming that one can find a class of models where these corrections

are tuned away or absent.

4.4 Effective Potential and Volume Stabilization

In this Section, we sketch the derivation of the effective field theory potential starting from

equations (4.3,4.5,4.8). We choose T2 to be the inflaton field and study its dynamics in the

4-dimensional effective theory. We first have to ensure that the volume modulus V and other

Kähler moduli are trapped in their minima and remain constant or almost constant during

inflation. For this we have to focus on the effective potential of all relevant fields.

Given the Kähler potential and the superpotential, it is straightforward but tedious to

compute the scalar potential as a function of the fields Ti. To make all computations we

modified the SuperCosmology Mathematica package [100] which originally was designed for

real scalar fields to manipulate complex fields.

The Kähler potential (4.8) gives rise to the Kähler metric Kij̄ = ∂2K
∂T i∂T̄ j̄ , with

K11̄ =
3α(4V − ξ + 6α(

∑n
k=2 λkτ

3/2
k ))

4(2V + ξ)2(Vα +
∑n

k=2 λkτ
3/2
k )1/3

, Kij̄ =
9α2λiλj

√
τiτj

2(2V + ξ)2
,
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K1j̄ = −9λj
√
τj(α

5(V + α
∑n

k=2 λkτ
3/2
k ))1/3

2(2V + ξ)2
, Kīi =

3αλi(2V + ξ + 6αλiτ
3/2
i )

4(2V + ξ)2
√
τi

. (4.16)

This can be inverted to give

K11̄ =
4(2V + ξ)(V + α

∑n
k=2 λkτ

3/2
k )1/3(2V + ξ + 6α

∑n
k=2 λkτ

3/2
k )

3α4/3(4V − ξ)
,Kij̄ =

8(2V + ξ)τiτj
4V − ξ

,

K1j̄ =
8(2V + ξ)τj(

V
α +

∑n
k=2 λkτ

3/2
k )2/3

4V − ξ
,Kīi =

4(2V + ξ)
√
τi(4V − ξ + 6αλiτ

3/2
i )

3α(4V − ξ)λi
.(4.17)

This is the full expression for an arbitrary number of Kähler moduli Ti. The entries of the metric

contain terms of different orders in the inverse volume. If we were to keep only the lowest order

terms ∼> O( 1
V3 ), the shape of the trajectories we determine in the following sections and our

conclusions would remain practically unchanged. Note that the kinetic terms for τ and θ are

identical, appearing as K22̄(∂τ∂τ + ∂θ∂θ) in the Lagrangian.

The resulting potential is

V (T1, ..., Tn) =
12W 2

0 ξ

(4V − ξ)(2V + ξ)2
+

n∑

i=2

12e−2aiτiξA2
i

(4V − ξ)(2V + ξ)2
+

16(aiAi)
2√τie−2aiτi

3αλ2(2V + ξ)
(4.18)

+
32e−2aiτiaiA

2
i τi(1 + aiτi)

(4V − ξ)(2V + ξ)
+

8W0Aie
−aiτi cos(aiθi)

(4V − ξ)(2V + ξ)

(
3ξ

(2V + ξ)
+ 4aiτi

)

+

n∑

i,j=2
i<j

AiAj cos(aiθi − ajθj)

(4V − ξ)(2V + ξ)2
e−(aiτi+ajτj) [32(2V + ξ)(aiτi + ajτj

+2aiajτiτj) + 24ξ] + Vuplift .

We have to add here the uplift term Vuplift to get a Minkowski or tiny dS minimum. Uplifting

is not just a feature needed in string theory models. For example, uplifting is done in QFT

to tune the constant part of the scalar field potential to zero. At least in string theory there

are tools for uplifting, whereas in QFT it is a pure tuning (see, e.g., [17, 101] and references

therein). We will adopt the form

Vuplift =
β

V2
, (4.19)

with β to be adjusted.

We now discuss the stabilization of all moduli Ti plus the volume modulus. For this we

have to find the global minimum of the potential eq.(4.18), which we do numerically. However,

it is instructive to give analytic estimations. Following [18, 85], we study an asymptotic form

of eq.(4.18) in the region where both V ∼ exp (aiτi), i = 2, ..., n, and V ≫ 1. The potential is

then a series of inverse powers of V. Keeping the terms up to the order O( 1
V3 ) we obtain

V =
1

V
n∑

i=2

8(aiAi)
2√τi

λiα
e−2aiτi +

4

V2

n∑

i=2

aiAiW0τie
−aiτi cos(aiθi) +

3ξW 2
0

4V3
+

β

V2
. (4.20)
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(a) (b)

Figure 4.2: (a) The potential surface V (τ1, τ2) in a two-Kähler model, with the axionic components θ1
and θ2 fixed at their minima. (b) shows the related contour plot of the volume V against τ2. Although it
may be possible to find a local (very shallow) minimum for the volume in this model (marked by a star),
the generic situation is that both τ1 and τ2 will be dynamical, and indeed, the evolving τ2 could force
τ1 out of a local minimum, thereby destabilizing what may have once been stabilized. For this reason,
we have focused on models with three or more Kähler moduli, with all but one mutually enforcing their
respective stabilizations, and in particular that of the volume. This large volume multi-Kähler approach
to stabilization differs from the KKLT stabilization mechanism.

The cross terms for different τi do not appear in this asymptotic form, as they would be of

order 1/V5. Requiring ∂V
∂τi

= 0 and cos(aiθi) = −1 at the minimum of the potential eq.(4.20),

we get

Vmin ∼ W0λ2

a2A2

√
τ2,mine

a2τ2,min ∼ W0λ3

a3A3

√
τ3,mine

a3τ3,min ∼ ... ∼ W0λi

anAn

√
τn,mine

anτn,min , (4.21)

where τi,min are the values of the moduli at the global minimum. The expression (4.20) has the

structure

V =
C1

V +
C2

V2
+
C3

V3
, (4.22)

where the coefficients C1, C2, C3 are functions of τi and θi. C1 and C3 are positive but C2 can

be of either sign. However, the potential for the volume V has a minimum only if C2 < 0, which

is achieved for cos(aiθi) < 0; otherwise V (V) would have a runaway character. Also if all τi are

very large so that e−aiτi → 0, then C2 → 0 and V cannot be stabilized. Therefore to keep C2

non-zero and negative we have to require that some of the i > 2 Kähler moduli τi and their

axionic partners are trapped in the minimum. For simplicity we assume all but T2 are already

trapped in the minimum.

It is important to recognize that trapping all moduli but one in the minimum cannot be

achieved with only two Kähler moduli τ1 and τ2, because τ1 effectively corresponds to the

volume, and τ2 is the inflaton which is to be placed out of the minimum. The Fig. 4.2 shows

the potential as a function of τ1 and τ2 for the two-Kähler model. One can see from this plot

that a trajectory starting from an initial value for τ2 larger than a critical value will have

runaway behavior in the τ1 (volume) direction. Thus, as shown by [21], one has to consider a

model with three or more Kähler moduli.
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By contrast, the “better racetrack” inflationary model based on the KKLT stabilization is

achieved with just two Kähler moduli [20]. However, in our class of models with three and

more Kähler moduli we have more flexibility in parameter space in achieving both stabilization

and inflation. Another aspect of the work in this paper is that a “large volume” analog of the

“better racetrack” model may arise.

We have learned that to be fully general we would allow all other moduli including the

volume V to be dynamical. This will lead to even richer possibilities than those explored here,

where we only let T2 evolve, and assume that varying it does not alter the values of the other

moduli which we pin at the global minimum. To demonstrate this is viable, we need to show

the contribution of T2 to the position of the minimum is negligible. Following [21], we set all τi,

i = 2, ..., n, and their axions θi to their minima and use equations (4.20) and (4.21) to obtain

the potential for V:

V (V) = −3W 2
0

2V3

(

α

n∑

i=2

[

λi

a
3/2
i

]

(lnV)3/2 − ξ

2

)

+
β

V2
. (4.23)

As one can see from eq.(4.20), the contribution of T2 to the potential is maximal (by absolute

value) when τ2 and θ2 are at their minimum, and vanishes as τ2 → +∞. This gives a simple

criterion for whether the minimum for the volume V remains stable during the evolution of T2:

the functional form of the potential for V (4.23) is insensitive to T2 provided [21]:

n∑

i=3

λi

a
3/2
i

≫ λ2

a
3/2
2

. (4.24)

For a large enough number of Kähler moduli this condition is automatically satisfied for generic

values of ai and λi. We conclude that with many Kähler moduli the volume does not change

during the evolution of the inflaton T2 because the other Ti stay at their minimum and keep

the volume stable.

Now it easy to show that the other Ti remain stable when T2 moves. Indeed, in its asymptotic

form (4.20) the potential is a sum of separate contributions from each modulus Ti independent

of other Ti-s. Therefore, for a given stabilized value of V, evolving T2 will only change an

additive constant in the potential for Ti, and thus will not affect the position of the minimum

for Ti.

Note that the analysis above is purely classical and does not account for the quantum

corrections to the effective potential for T2 after integrating out all other Ti-s. To guarantee

that these corrections are small during inflation one has to assume some hierarchy of the moduli

masses. Since in this paper we focus on inflation driven only by T2, we assume that the masses

of the other Kähler moduli Ti are larger than the inflationary energy scale.

Consider a toy model with three Kähler moduli in which T2 is the inflaton and T3 stays at

its own minimum to provide an unvarying minimum for V. We choose parameters as in set

1 in Table 1 (which will be explained in detail below in Sec. 4.5), and also let a3 = 2π/300,
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(a) (b)

Figure 4.3: One dimensional sections of the uplifted potential for parameter set 1. We perform a proper
uplift procedure by explicitly introducing the additional field τ3 which is responsible for stabilizing the
volume during inflation. The parameters for τ3 are chosen in such a way that the stability condition is
fulfilled and at the same time we recover the desired value of Vmin ≈ 106. The minimum in τ3 direction
is clearly visible at τ3,min ≈ 49.

A3 = 1/200, and λ3 = 10. Eq.(4.24) is strongly satisfied, λ2

a
3/2
2

/
λ3

a
3/2
3

= 10−4, under this choice

of parameters. Therefore we can drop the τ2, θ2-dependent terms in the potential (4.20) and

use it as a function of the two fields V and τ3 to find their values at the minimum (after setting

also θ3 = π/a3 to its minimum). The minimization procedure should also allow one to adjust

the uplift parameter β in a way that the potential vanishes at its global minimum. With our

choice of parameters we found the minimum numerically to be at τ3 = 49 and V = 106 with

β = 8.5 × 10−6, as shown in Fig. 4.3.

4.5 Inflaton Potential

We now take all moduli Ti, i > 3, and the volume V (hence T1) to be fixed at their minima,

but let T2 vary, since it is our inflaton. For simplicity in the subsequent sections we drop the

explicit subscript, setting T2 = τ + iθ. The scalar potential V (τ, θ) is obtained from eq.(4.18)

with the other Kähler moduli stabilized:

V (τ, θ) =
12W 2

0 ξ

(4Vm − ξ)(2Vm + ξ)2
+

D1 + 12e−2a2τξA2
2

(4Vm − ξ)(2Vm + ξ)2
+
D2 + 16(a2A2)2

3αλ2

√
τe−2a2τ

(2Vm + ξ)
(4.25)

+
D3 + 32e−2a2τa2A

2
2τ(1 + a2τ)

(4Vm − ξ)(2Vm + ξ)
+
D4 + 8W0A2e

−a2τ cos(a2θ)

(4Vm − ξ)(2Vm + ξ)

(
3ξ

(2Vm + ξ)
+ 4a2τ

)

+
β

V2
m

.

Here the terms D1, ...,D4 contain contributions from the stabilized Kähler moduli other than

the inflaton. We dropped cross terms between τ and other τi, i > 3, since these are suppressed

by inverse powers of Vm. Explicitly expanding to order 1/V3 yields the simpler expression

V (τ, θ) =
8(a2A2)

2√τe−2a2τ

3αλ2Vm
− 4W0a2A2τe

−a2τ cos (a2θ)

V2
m

+ ∆V , (4.26)



Chapter 4. Roulette Inflation with Kähler Moduli and their Axions 86

Parameter W0 a2 A2 λ2 α ξ gs V ∆ϕ/Mp

Parameter set 1 300 2π/3 0.1 1 1/9
√

2 0.5 1/10 106 2 × 10−3

Parameter set 2 6 × 104 2π/30 0.1 1 1/9
√

2 0.5 1/10 108 1 × 10−3

Parameter set 3 4 × 105 π/100 1 1 1/9
√

2 0.5 1/10 109 1.4 × 10−3

Parameter set 4 200 π 0.1 1 1/9
√

2 0.5 1/10 106 1.5 × 10−3

Parameter set 5 100 2π/3 0.1 1 1/9
√

2 0.5 1/10 106 1.9 × 10−3

Parameter set 6 75 2π/6 1 1 1/9
√

2 0.5 1/10 108 4 × 10−4

Table 4.1: Sample parameter sets for the T2 inflation model. Sets 1 to 4 define models in which the
primordial power spectra of perturbations are approximately compatible with observations, whereas
sets 5 and 6 do not. There are approximate scaling relations which map one set of parameters without
changing the power spectrum . The value of W0 in sets 2 and 3 is so high that corrections to the potential
seem likely to appear (see § 4.3). We note however that these large values can be reduced using the scaling
transformation, but the undesirable cost is that τ can drop below the string scale or a2 can become too
large. The last column shows approximate values for the variation of the canonically-normalized inflaton
eq.(4.29) over the observable e-fold range, appropriately small cf. the Planck scale.

where

∆V =
3W 2

0 ξ

4V3
m

+
D2

Vm
+
β −D4

V2
m

(4.27)

is a constant term, since V and τi, i > 3 are all stabilized at the minimum, and D2, D4 depend

only on these τi.

The potential eq.(4.26) has seven parameters W0, a2, A2, λ2, α, ξ, and gs whose meaning was

explained in § 4.2. We have investigated the shape of the potential V (τ, θ) for a range of these

parameters. W0, a2, A2 control the low energy phenomenology of this model (see [94]) and are

the ones we concentrate on here for our inflation application. We shall not deal with particle

phenomenology aspects in this paper. Some choices of parameters W0, a2, A2 seem to be more

natural (see [94]). To illustrate the range of potentials, we have chosen the six sets of parameters

given in Table 1. There is some debate on what are likely values of W0 in string theory. We

chose a range from intermediate to large. Since there are scaling relations among parameters,

we can relate the specific ones we have chosen to others. An estimate of the magnitude of

W0 comes from a relation of the flux 3-forms F3 and H3 which appear in the definition of W0

(eq.4.5) to the Euler characteristic χ̃ of the F-theory 4-fold, which is χ̃ ∼
∫
F3 ∧H3 from the

tadpole cancellation condition. This suggests an approximate upper bound W0 ∼ √
χ̃ [84]. For

typical values of χ̃ ∼ 103, we would have W0 ∼ 10− 100. There are examples of manifolds with

χ̃ as large as 106, which would result in W0 ∼ 103. Further, the bound itself can be evaded by

F3 ∧ H3 = 0 terms. However, we do not wish to push W0 too high so that we can avoid the

effects of higher perturbative corrections (see § 4.3 for explanation). We can use the scaling

property for the parameters to move the value of W0 into a comfortable range. This should be

taken into account while examining the table.

The parameter sets in the table can be divided into two classes: Trajectories in sets 1 . . . 4

produce a spectrum of scalar perturbations that is comparable to the experimentally observed
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(a) (b)

Figure 4.4: (a) The T2-potential surface V (τ, θ) for the parameter set 1 of Table 4.5. Equipotential
contour lines are superposed. Both τ and θ are multiplied by the characteristic scale a2. The surfaces
for the other parameter sets in the Table are very similar when a2-scaled, even sets 5 and 6 with high
W0. In all cases, we manually uplifted the potential to have zero cosmological constant at the minimum.
The periodicity in the axionic direction and the constancy at large a2τ are manifest. If instead of τ ,
we used the canonically-normalized field eq.(4.29) which is amplified by

√
V, the undulating nature in θ

at large ϕ becomes more evident. However, the canonically-normalized inflaton is trajectory dependent
and not a global function. (b) V (τ) for θ at cos(a2θ) = ±1 shows how the flow for the positive value
from large τ would be inward, but the flow would be outward for the negative value (and be unstable
to θ perturbations). The dashed line is V∞, the τ → ∞ asymptote.

one (good parameter sets), whereas trajectories in parameter set 5 and 6 produce spectra whose

normalization is in disagreement with observations (bad parameter sets). Sets 3 and 4 were

chosen to large values of W0 to illustrate how things change with this parameter, but we are

wary that with such large fluxes, other effects may come into play for determining the potential

over those considered here. A typical potential surface V (τ, θ) is shown in Fig. 4.4 with the

isocontours of V (τ, θ) superimposed.

The hypersurface V (τ, θ) has a rich structure. It is periodic in θ with period 2π/a2, as

seen in Fig 4.4. Along θ = π(2l+1)
a2

, where l is integer, the profile of the potential in the τ

direction is that considered in [21]. It has a minimum at some τ = τmin and gradually saturates

towards a constant value at large τ , V (τ) → V∞(1 − Ca2τe
−a2τ ), where C is a constant.2

Along θ = 2πl
a2

, V (τ, θ) falls gradually from a maximum at small τ towards the same constant

value, V (τ) → V∞(1 + Ca2τe
−a2τ ). Trajectories beginning at the maximum run away towards

large τ . Fig. 4.8(b) shows these two one-dimensional sections of the potential. For all other

values of θ the potential interpolates between these two profiles. Thus, at large τ , the V

surface is almost flat but slightly rippled. At small τ , the potential in the axion direction is

highly peaked. Around the maximum of the potential it is locally reminiscent of the “natural

inflation” potential involving a pseudo Goldstone boson [102, 103] (except that θ and τ must

be simultaneously considered), as well as the racetrack inflation potential [19, 20].

2This type of potential is similar to that derived from the Starobinsky model of inflation [11] with a
M2

p

2

`

R −
1

6M2 R2
´

Lagrangian via a conformal transformation, V (φ) = 6πM2
p M2[1 − exp(− φ√

12πMp

)]2.
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There are two approximate scaling symmetries in this model (in the asymptotics of (4.26)

for V ≫ ξ), similar to those in [19],

ai → u−1ai , (Ai,W0, ξ) → u3/2(Ai,W0, ξ) , (τi, θi) → u(τi, θi) , (λi,Ps, ǫ) → (λi,Ps, ǫ) ;

ai → ai , (Ai,W0) → v−3/2(Ai,W0) , (τi, θi) → (τi, θi) , Ps → v3Ps , (λi, ξ, ǫ) → (λi, ξ, ǫ) .(4.28)

which can be used to generate families of models, trading for example large values of W0 for

small values of τ . For instance, applying the u scaling to parameter set 1, we can push the

value of W0 down to W0 ≈ 2, but at the same time pushing τ to lie in the range τ = 0.1 . . . 1.0

during inflation, a range which is quite problematic since at such small τ higher order string

corrections would become important.

More generally, for the supergravity approximation to be valid the parameters have to be

adjusted to have τmin at least a few: τ is the four-cycle volume (in string units) and the

supergravity approximation fails when it is of the string scale. However, even if the SUGRA

description in terms of the scalar potential is not valid at the minimum, it still can be valid at

large τ , exactly where we wish to realize inflation. The consequence of small τmin is that the

end point of inflation, i.e. preheating, would have to be described by string theory degrees of

freedom. We will return to this point in the discussion.

4.5.1 The Canonically-normalized Inflaton

If we define a canonically-normalized field ϕ by dϕ2/2 = K22dτ
2, then

ϕ =

√

4

3

αλ2

V + ξ
2

τ3/4Mp. (4.29)

It is therefore volume-suppressed. For inflation restricted to the τ2 direction, we identify ϕ

with the inflaton. The field change ∆ϕ over the many inflationary e-foldings N ≡ − ln a/aend

is given in the last column in Table 1 for a typical radial (τ) trajectory. It is much less than

Mp. (Here the scale factor at the end of inflation is aend so N goes in the opposite direction to

time.) The variations of the inflaton and the Hubble parameter wrt N ,

dϕ/Mp

dN
=

√
2ǫ , (4.30)

d lnH/Mp

dN
= ǫ , ǫ ≡ 1 + q , (4.31)

suggest we must have a deceleration parameter q nearly the de Sitter −1 and the Hubble

parameter H nearly constant over the bulk of the trajectories. This is shown explicitly in § 4.6

and Figures 4.8 and 4.9. The parameter ǫ(N) is the first “slow-roll parameter”, although it only

needs to be below unity for inflation. With ǫ so small, we are in a very slow-roll situation until

near the end of inflation when it rapidly rises from approximately zero to unity and beyond.
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Equation (4.30) connects the change in the inflaton field to the tensor to scalar ratio r =

Pt/Ps, since to a good approximation r ≈ 16ǫ. Since we find ǫ ≪ 1, we get very small r. The

following relation [104, 105] gives a lower limit on the field variation in order to make tensor

modes detectable
ϕ

Mpl
≈ 0.46

√
r

0.7
. (4.32)

We are not close to this bound. If ϕ/Mp is restricted to be < 1 in stringy inflation models,

getting observable gravity wave signals is not easy. (A possible way out is to have many fields

driving inflation in the spirit of assisted inflation [106].)

When the trajectory is not in the τ direction, the field identified with the canonically-

normalized inflaton becomes trajectory-dependent as we describe in the next section and there

is no global transformation. That is why all of our potential contour plots have focused on the

Kähler modulus and its axion rather than on the inflaton.

4.6 Inflationary Trajectories

4.6.1 The Inflaton Equation of Motion

We consider a flat FRW universe with scalar factor a(t) and real fields (τ, θ). To find trajectories,

we derive their equations of motion in the Hamiltonian form starting from the four dimensional

Lagrangian (see [100] and references therein)

L =
√−g

(

R+Gij φ̇
iφ̇j − V

)

, (4.33)

with canonical momentum Pi = ∂L
∂φ̇i

= 2a3Gij φ̇
i, where we used

√−g = a3 and φi, i = 1, 2

stands for (τ, θ). (The usual field momentum is Pi/a
3.) Here the non-canonical kinetic term is

Gij = K22̄δij , Kij̄ =
∂2K

∂T i∂T̄ j̄
. (4.34)

The Hamiltonian is

H = Piφ̇
i − L =

1

a3
GijPiPj + V , (4.35)

where Gij = G−1
ij . The equations of motion follow from φ̇i = ∂H

∂Pi
, Ṗi = − ∂H

∂φi , which reduce to

φ̇i =
1

2a3
GijPj , Ṗi = − 1

4a3

∂Gkl

∂φi
PkPl − a3 ∂V

∂φi
, ȧ = aH , Ḣ = − 1

4a6
GijPiPj . (4.36)

We also use the constraint equation

M2
PH

2 =
1

3

(
1

4a6
GijPiPj + V

)

= M2
PH

2ǫ/3 + V/3 (4.37)
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to monitor the accuracy of the numerical integration routine. Note that the deceleration,

eq.(4.31), is related to the non-canonical kinetic term in the implicit manner indicated.

The inflaton is defined to be the field combination along the classical (unperturbed) trajec-

tory. Isocurvature (isocon) degrees of freedom are those perpendicular to the classical trajectory.

The kinetic metric in MP units is dψ2 = Gijdφ
idφj/M2

P . If θ is fixed, then ψ is related to ϕ

introduced in § 4.5.1 by ψ = ϕ/(
√

2MP ). More generally, the inflaton between the initial con-

dition φi(N0) and the value φi(N1) is the distance along the path,
∫
dψ. For our case with

diagonal Gij , it is

ψ =

∫
√

K22̄dτ(1 + dθ2/dτ2)1/2 . (4.38)

4.6.2 Stochastic Fluctuations and CMB and LSS Constraints

The classical trajectory is perturbed by zero point fluctuations in all fields present, but only

degrees of freedom with small mass will be relevant, hence in τ and θ, which in turn influence

the scalar metric fluctuations encoded in ln a = −N , and in the gravitational wave degrees of

freedom. Structure formation depends upon the fluctuations in the scalar 3-curvature, which are

related to those in ln a measured on uniform Hubble surfaces [107, 108], δ(3)R = 4(k/a)2δ ln a|H .

The usual result for single-field inflation is motivated by stochastic inflation considerations:

the zero point fluctuations in the inflaton at “horizon crossing” when the three-dimensional

wavenumber k ≈ Ha are δψ = [H/(2πMP )]/
√

2. Equation (4.30) gives the mapping, δ ln a|H =

δψ/
√
ǫ along the inflaton direction. Thus the scalar power spectrum is

Ps ≡ k3/(2π2) < |δ ln a|H(k)|2 >= [H/(2πMP )]2/(2ǫ) e2us , (4.39)

where us encodes small corrections to this simple stochastic inflation Hawking temperature

formula.

The graviton zero point oscillations are, like those in a massless scalar field, proportional to

the Hawking temperature at k = Ha,

Pt(k) = 16 [H/(2πMP )]2/2 e2ut . (4.40)

where ut also encodes small corrections. The ratio r(k) is therefore ≈ 16ǫ.

The scalar spectral index is given by ns − 1 = d lnPs/d ln k. At lowest order, and for small

ǫ, it is ns − 1 = −2ǫ − ǫ′/ǫ, where ǫ′ ≡ dǫ/d ln a. To have ǫ nearly zero as our trajectories

do, and yet have ns differing at the 2-sigma level from unity as the current cosmic microwave

background (CMB) and large scale clustering data indicate, imposes a constraint on ǫ′/ǫ which

might seem to require a fine-tuning of the potential.

The current best estimate of ns in flat universe models characterized by six parameters, in

which gravity waves are ignored, is 0.96 ± 0.017 with CMB only, and 0.958 ± 0.015 with CMB

and large scale structure (LSS) clustering data [8]. The errors are Bayesian 1-sigma ones. For
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future reference, we note that the CMB data prefer a running of the scalar index at about the

2-sigma level, dns/d ln k = −0.047 ± 0.021 at a pivot point kp = 0.05Mpc−1. However, the 6

parameter case with no running is a very good fit, except in the low ℓ regime. The preferred

amplitude of the scalar perturbations is Ps(kp) = [21+1.3
−1.0]× 10−10. It is interesting to note that

this number has been stable for a long time: the estimate from the COBE DMR experiment

without the addition of any LSS or smaller scale CMB experiments was [21 ± 3] × 10−10 when

extrapolated with this ns = 0.96 slope, and only slightly higher with no tilt [108].

The current constraint on the gravity wave contribution is Pt/Ps < 0.6 at the 95% confidence

limit with CMB data (with the powers evaluated at the pivot point 0.002Mpc−1). When LSS

data is added to the CMB, this drops to an upper limit of 0.28 but requires a single slope

connection of the low k regime in which the tensors can contribute to the CMB signal and high

k where the amplitude of LSS fluctuations is set. Relaxing this allows for higher values [83].

With the CMB-determined Ps estimate, we have [H/(2πMP )] ≈ 6.5 × 10−5√ǫ. If the

acceleration ǫ were uniform over the observable range and gave rise to this ns, we would have

ǫ = 0.02, [H/(2πMP )] ≈ 10−5 and r ∼ 0.3. But our trajectories have ǫ nearly zero andH almost

flat, so to get the observed ns the observable range would have to be well into the braking period

towards preheating: i.e., we would need ǫ′/ǫ ≈ 0.04 over the CMB+LSS window, which seems

like it would require a very finely-tuned potential. Rather remarkably, the first cases we tried

gave values near this at the relevant number of e-foldings before the end of inflation. This

point was also made by Conlon and Quevedo [21] for pure τ trajectories. We also find there

is room for modest running of the scalar index over the observable window. (Note that the

tensor slope nt ≡ d lnPs/d ln k is ≈ −2ǫ, hence very small.) A consequence of the small ǫ is

[H/(2πMP )] ∼ 10−10 and V 1/4 ∼ 1014 Gev.

We caution that the single field model we used to estimate Ps includes fluctuations only

along the trajectory. There will also be fluctuations perpendicular to it, and fluctuations in

the parallel and perpendicular directions can influence each other. The latter are isocurvature

degrees of freedom. Although these will leave the Pt formula unaffected, we expect modifications

in the Ps formula, a point we return to after making an inventory of the sorts of trajectories

that will arise.

4.6.3 Trajectories with General Kähler modulus and Axion Initial Condi-

tions

The τ-valley Attractor

We first restrict ourselves to trajectories in τ to connect with the Conlon and Quevedo [21]

treatment. The stable flow is in the θ = 2πl
a2

trough. As can be seen in Fig. 4.5(a), enough

e-foldings for successful inflation are possible provided one starts at large enough τ . The dashed

line in Fig. 4.8(a) shows ǫ is very small for this case, of order ǫ ≈ 10−10. For the parameters we

have considered, no effective inflation is possible if we start inward of τmin rather than outward.
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(a) (b)

(c) (d)

(e)

Figure 4.5: Contour-plots of the potential including trajectories for several choices of initial values
(denoted by filled circles) in field space (τ, θ). The trajectories are evolved numerically until inflation
ends at ǫ = 1. The number of e-folds is indicated next to the corresponding trajectory. During the last
stages of inflation, the field always rolls along one of the valleys towards the minima which are located in
the centre of the white circles. The maxima are located in the dark spots. Inflation in the axion direction
can significantly enhance the amount of inflation over that obtained in pure τ inflation. Trajectories
starting at large τ roll to the nearest valley, then to the minimum. But starting at intermediate τ with
the axion sufficiently far from its minimum, we find the field can cross several θ-ridges before settling
into a valley. Another manifestation is the run-away character for τ if the axion is placed close to its
maximum. (a) shows the simple pure-τ inflation if θ is set to its minimum, as in Conlon and Quevedo, for
parameter set 1. (b) shows the complex evolution for sample general starting conditions, for parameter
set 1, (c), (d) and (e) show the same for sets 2, 3 and 4, respectively.
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(a) (b)

Figure 4.6: Sample trajectories for parameter sets 5 (a) and 6 (b), which have scalar power spectra
amplitudes incompatible with the data. These still look similar to those in Fig. 4.5.

Figure 4.7: Potential with inflationary trajectories for parameter set 4. Shown is a plot of the potential
in the (τ, θ)-plane, overlaid with equipotential contours. Note that for τ > 5 there are no contours
because the potential is exponentially flat but it still has the periodic structure in the θ-direction. The
starting points of the trajectories are indicated by filled circles.
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Another class of τ trajectories are those along the “ridge” where θ = 2πl
a2

gives a positive

contribution to the potential. These are unstable to small displacements in the axion direction.

The τ -trough trajectories serve as late-time attractors for initial conditions that begin with

θ out of the trough. The very flat profile of the potential at large τ allows for a regime of

self-reproducing inflation (§ 4.7). Trajectories which originate in the self-reproducing regime

invariably flow to the τ -valley attractor and the observed e-folds would be just those of the

Conlon and Quevedo sort.

The Variety of “Roulette” τ-θ Trajectories

When we allow the initial values of τ and θ to be populated with an equal a priori probability

prior, given a set of parameters defining the V (τ, θ) surface, we encounter a wide range of

inflationary trajectories. Examples of the variety of behaviours for the parameter sets given in

Table 1 are shown for τ(ln a), θ(ln a) in Figures 4.5 and 4.6, and for H(ln a), ǫ(ln a) in Figures

4.8 and 4.9. Some of the trajectories are predominantly θ ones before settling into a τ -valley,

similar to a roulette ball rotation before locking into a slot with a specific number, hence the

name roulette inflation.

We began with the momenta of the fields set to zero, but the momenta are very quickly

attracted to their slow-roll lock-in values, on of order an e-fold. We do not show this settling

down phase in the trajectories we have plotted. We find a large fraction of trajectories are indeed

inflating, and have the required > 40− 50 e-folds of inflation (§ 4.6.3) to give homogeneity and

isotropy over our observable Hubble patch. Large enhancements of the number of e-folds over

τ -only inflation can occur because of significant flows in the θ-direction, while τ evolves slowly.

As the figures show, initial values starting far out in τ generally roll towards the nearest τ -

valley and then proceed along the τ -attractor. Trajectories starting at intermediate τ have

enough energy to pass through the τ -valley in the axionic direction, but often turn around

before reaching the neighbouring ridge, and roll back into the valley. They can move to larger τ

while in the axion-dominated flow. If the initial values are chosen such that the initial potential

energy is just a little higher, the inflaton can climb over the next ridge and settle in the adjacent

valley, or the next one, or the next. Thus there exists bifurcation points which divide the phase

space into solutions ending up in different valleys. Another feature in Fig. 4.5 is the existence

of areas in which tiny changes in initial positions can lead to dramatic changes in the number

of e-folds produced.

There are also cases in which the τ -attractor is not reached before the end of inflation.

When starting from moderate values in τ , relatively far away from the valley, the field oscillates

in the θ direction, albeit producing only a very small number of e-folds N < 1 (see Fig. 4.5 for

examples).
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(a1) (a2)

(b1) (b2)

(c1) (c2)

(d1) (d2)

Figure 4.8: Hubble parameter H(ln a) (left column) and deceleration parameter ǫ(ln a) (right column)
as a function of the number of e-folds. H(ln a) is practically constant during inflation. ǫ during inflation
is tiny and generally turns up towards the reheating phase rather rapidly. (a) Parameter set 1: the
coloured trajectories are for general (τ, θ) inflation, the dashed trajectory is inflation strictly along τ
(b,c,d) are the same for sets 2, 3, 4, respectively. Note that units along the x-axes are ln a = −N ≈ ln k
here and in the plots for the power spectra. There is a very rapid phase in which the trajectory settles
down to an attractor for the τ and θ field momenta which we do not show.



Chapter 4. Roulette Inflation with Kähler Moduli and their Axions 96

(a1) (a2)

(b1) (b2)

Figure 4.9: Same as Fig. 4.8, but for parameter sets 5 (a) and 6 (b).

The Scalar and Tensor Power Spectra and Isocurvature Effects

We estimate the power spectra Ps(k) using the single inflaton approximation, eq.(4.39), and

Pt(k) using eq.(4.40), which only require H and ǫ for each trajectory. These are shown in

Figures 4.10 and Figures 4.11. As expected from the very small ǫ’s we have encountered, to

match Ps and hence H2/ǫ to the data would require small H, low energy inflation, and hence

very small gravity wave power, Pt ∝ [H/MP ]2.

For comparison, Figures 4.10 and Figures 4.11 also show the best-fit scalar power spectra

that were obtained by the ACBAR collaboration [8] using CMB and LSS clustering data.

The fixed power law case has ns = 0.96. The spectrum with running has best-fits ns =

0.911, dns/d ln k = −0.044. Obviously the running model can at best be valid only over a

limited number of e-foldings. We indicate the observable range of e-foldings by the heavy black

line in the power spectrum figures. As we show below, the mapping of wavenumber to number

of e-foldings is imprecise but because the energy of inflation is low, the relevant range for

CMB+LSS observables is in the range N = − ln a ∈ [40, 50]. For definiteness we take the pivot

point kp for running to be at N = 45.

To compute the scalar power spectra we assumed that the generation of fluctuations is driven

by small perturbations along the trajectories, neglecting the effect of isocurvature fluctuations

coming from perturbations perpendicular to this direction. We will now discuss why this might
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(a1) (a2)

(b1) (b2)

(c1) (c2)

(d1) (d2)

(e) (f)

Figure 4.10: Power spectra for scalar Ps and tensor Pt fluctuations, derived assuming that only stochastic
kicks along the trajectory are relevant for their determination, neglecting the influence of “isocurvature”
fluctuations transverse to the inflaton trajectory. Both have amplitudes given by the instantaneous
Hawking temperature. For comparison we present two template spectra: The dashed-dotted line shows
a simple spectrum with no running of the spectral index ns = 0.96. The dotted line is a simple spectrum
with running of the spectral index ns = 0.91, dns/d lnk = −0.044, using values obtained by the ACBAR
collaboration [8]. Both these spectra have the normalization set to Ps = 2.1× 10−9 at N = 45. (a,b,c,d)
are for parameter sets 1, 2, 3 and 4. The dashed line corresponds to inflation with θ =const in the
valley. Even though there is significant running for all models over large scales, the spectra are mostly
featureless in the observable interval which panels (e) and (f) zoom into for sets 1 and 4.
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(a1) (a2)

(b1) (b2)

Figure 4.11: Power spectra for potentials with parameter sets 5 and 6 that do not give a scalar amplitude
near to the observed value.

not necessarily catch the whole picture. In Fig 4.5d, there are a set of trajectories with initial

values around τ ≈ 21 very close to each other where all fields end up in the second valley from

the top. Two things are striking about those realizations of inflation: (1) the trajectories flange

out when rolling down the axion towards larger τ ’s during the first part of their evolution; (2)

the number of e-folds of inflation varies tremendously from as little as N ≈ 8 all the way to

N ≈ 106 when going towards larger initial θ’s while keeping τ fixed. The scalar spectra we

compute for these flanging trajectories differ substantially, and make it clear that clear that our

simple single field algorithm will be unjustified in some regions of the space of initial conditions.

Even though the transverse quantum jitter is characterized by very small H/MP with width

much smaller than the size of the curves in the figure, we recognize that tiny changes during

the initial period of evolution in certain areas could produce big effects, an area for future

investigation.

Number of e-folds N and the wavenumber of perturbations

Since our trajectory computations are in terms of ln a/aend, whereas the observables probe

k ∼ Ha in Mpc−1, we need to connect the two. The CMB+LSS probe k from ∼ 10−4 Mpc−1

to ∼ 1Mpc−1, about 10 e-foldings. According to general lore (see e.g. [109]) the number of

e-folds N as a function of k is given by

N(k) = 62 − ln
k

6.96 × 10−5 Mpc−1 + ∆, (4.41)
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where 6.96×10−5Mpc−1 is the inverse size of the present cosmological horizon and ∆ is defined

by the physics after inflation:

∆ = −ln
1016GeV

V
1/4
k

+
1

4
ln

Vk

Vend
− 1

3
ln
V

1/4
end

ρ
1/4
reh

, (4.42)

where ρreh is the energy density at the end of reheating, Vk is the value of the inflaton potential

at the moment when the mode with the comoving wavenumber k exits the horizon at inflation

and Vend is the value at the end of inflation. We will not go into any details about this formula

or its derivation, but merely motivate some numbers for the individual terms.

Starting with ∆, we note that for its first term, H ≈ 3×10−10Mpl corresponds to V
1/4
k ∼ 1013

GeV. The second term can be neglected in our case, and the last term in the expression for ∆

depends on the details of (p)reheating (which can be perturbative preheating, non-perturbative

reheating or reheating involving KK-modes) which we put in the range of 1 < ∆ < 10. Putting

it all together we find that ∆ ∈ [−17,−8]. Therefore the observable range is about 10 e-folds

inside the interval [35,55], with the exact location of the former depending on the details of

reheating. For the purpose of our discussion, we take the observable N ∈ [40, 50], and indicate

this range by the black bar in Fig 4.10. We note that the required number of e-foldings is

significantly lower than 65.

4.7 Stochastic Regime of Self-Reproduction

Our potential is flattening exponentially rapidly as τ increases. Therefore the velocity of the

fields which are placed at large enough τ will be rather small. This opens the possibility for

stochastic evolution of the fields due to their quantum fluctuations dominating over classical

slow-roll [110, 107]. We now show that in the model (4.18) there is region of (τ, θ) space where

the regime of self-reproduction operates. We distinguish this regime from the regime of eternal

inflation due to bubble nucleations between different string vacua.

The criterion for self reproduction is actually that scalar perturbations are at least weakly

nonlinear and that perturbation theory breaks down. The drift in each e-fold of the scalar φi

is ∆φi = Gij(Pj/a
3)/(2H) where Pj/a

3 is the canonically-normalized field momentum. The

corresponding drift in the normalized inflaton ψ is ∆ψ =
√
ǫ. The rms diffusion due to stochastic

kicks is δψ = [H/(2πMP )]/
√

2, as given in § 4.6.2. The rms kick beats the downward drift when

P1/2
s ≈ [H/(2πMP )]/

√
2ǫ exceeds unity, that is the fluctuations become non-perturbative. With

such a flat nearly de Sitter potential, this is possible.

We now wish to consider this boundary as a function of θ as well as τ . In general it is

impossible to bring both of their kinetic terms simultaneously into canonical form. However,

when we consider the fluctuations of fields, we can revert to the approximation in which the

Kähler metric stays approximately constant over the time-scales of the fluctuations. The result



Chapter 4. Roulette Inflation with Kähler Moduli and their Axions 100

Figure 4.12: The self-reproduction region in which stochastic kicks dominate over the classical downward
drift is indicated by the grey shaded area superposed upon the contour plot of the potential and some of
its inflationary trajectories for parameter set 1. The most interesting trajectories start from outside of
the quantum region. Those coming from the stochastic region will be attracted to the θ = 2πl

a2

τ -trough
trajectories.

is the following condition for the region where quantum fluctuations dominate over drift:

V

12π2
>

1

Gττ

(
V,τ

V

)2

,
V

12π2
>

1

Gθθ

(
V,θ

V

)2

. (4.43)

This result is consistent with starting from φ̈i + 3Hφ̇i + Γi
jkφ̇

j φ̇k +GijV,φj = 0, using slow-roll

to neglect terms of O(φ̇2, φ̈) and using the diagonality of G. In Fig. 4.12 we replot potential

contours with various trajectories for parameter set 1, but with the drift/diffusion boundary

now shown. Starting trajectories with arbitrary θ at the boundary should lead to large kicks

in θ as well as τ , but ultimately a settling into a τ -trough well before the observable N range

is approached. In that case, the θ complexity of trajectories would not manifest itself.

Will the universe truly be in a stochastic regime of self-reproduction – the scenario of eternal

inflation [111] – within such a model? The picture is of the last hole jittering about in size at

τ far from the potential minimum. If the last hole can jitter about far away from equilibrium,

then the same phenomenon would be expected for other holes that we took to be stabilized

before the last stages of T2 settle-down. In that case, it is unclear how the initial conditions

for T2 would be fed, but the most probable source of trajectories would not necessarily be from

the T2 self-reproduction boundary. In all cases, it is unclear whether further corrections to

the potential way out there will uplift it to a level in which drift steps exceed diffusion steps.

Fortunately, we are not dependent on such an asymptotically flat potential for the inflation

model explored here to work.
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4.8 Discussion and Summary

We have investigated inflation in the “large volume” compactification scheme in the type IIB

string theory model of [84, 18, 85]. Dynamics in the model are driven by Kähler moduli asso-

ciated with four cycles and their axionic partners, Ti = τi + θi. We focused on the situation

when all Kähler moduli/axions and the compact volume are stabilized at their minima except

for a last modulus/axion pair T2 = (τ, θ) which we identified with the “observed” early universe

inflaton. We showed that T2 dynamics does not perturb the global minimum of the total poten-

tial if T2 operates on a lower energy scale than that associated with the earlier stabilizations.

To do this, three or more moduli were needed. We explicitly demonstrated stabilization with

a three field example, T1, T2, T3. We also showed volume destabilization can occur even if it is

initially stabilized if there are only two Kähler moduli, T1, T2.

The two-dimensional potential V (τ, θ) has a rich ridge-trough, hill-valley structure. We

derived and solved the equations of motion of the (τ, θ) system appropriate to an expanding

universe using the Hamiltonian formalism of [100]. The non-canonical nature of the kinetic

terms played an important role in defining the evolution.

The ensemble of inflationary trajectories is a rich set. We first studied inflation in the τ

direction, along the valleys of the potential surface, which are late-time attractors for most of

the general trajectories. For example, trajectories originating in the region of self-reproduction

we identified in § 4.6.2 — where stochastic diffusive kicks can beat classical field drift — would

invariably finish in the τ -troughs. We calculated the number of e-folds N , the time variation of

the Hubble parameter as a function of lna, H(ln a), the time variation of the acceleration history

as encoded in the “first slow roll parameter” ǫ(ln a), and the power spectrum for scalar Ps and

tensor Pt fluctuations for many τ -trajectories in the different realizations of the potential we

explored. We can use the tools of single field inflation with confidence to compute the spectra

if we are only following evolution of the inflaton within the Kähler modulus valley. Our results

support the conclusions of Conlon and Quevedo [21] who first suggested this model of inflation.

In particular, trajectories exist in the “prior” ensemble which satisfy the CMB+LSS data.

Our main objective was to study inflation with general initial conditions for (τ, θ). We

found that trajectories originating in elevated parts of the potential (near its maxima or its

ridges) with moderate to large initial τ values can pass over many valleys and hills in θ before

settling into a final τ -valley approach to the end of inflation. These roulette wheel trajectories

have an enhanced numbers of e-foldings relative to pure τ trajectories. It is also preferable to

have 200 good trajectories with a single complex field rather than one good trajectory with

200 complex fields as occurs in the string version [80] of “assisted inflation” [106]. The power

spectra of scalar fluctuations for trajectories along a general direction need to be calculated

using tools appropriate to multiple-field inflation. In order to estimate the amplitude we used

expression (4.39) for single field stochastic inflation. We found indications of weak running in

the spectral index over the observable range for some trajectories, and no running for others.

To the extent that these single-inflaton estimations are reasonable, we again found plenty of
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roulette trajectories exist which satisfy the CMB+LSS data. Including the influence of the

isocurvature degree of freedom on the observed power spectrum is needed to be completely

concrete about such conclusions.

Although there can be pure τ -trajectories, we have not found pure θ trajectories to be

possible. The “natural inflation” model explored in [102, 103] had a radial and an angular field,

in a Mexican hat potential in which the Goldstone nature of the angular direction was broken

into a cos(a2θ) type term only after the radial motion settled into the θ-trough with random θ

values. (The a2 was also associated with non-perturbative terms similar to those invoked here.)

The radial motion could come from either the small or large direction, the latter being like a

chaotic inflation scenario for a first (unobserved) stage of inflation. The observed inflaton was

to be identified with the angular motion from near a θ maximum, where some fraction of the

random θ would reside, towards a θ minimum. One of the features of the model was that near

the maximum one could use the potential shape to get small gravity waves and yet significant

scalar tilts.

Why is our model so different? In a cos potential, inflation is possible in the immediate

neighbourhood of the maximum, and so it is with our potentials if τ could be fixed. However we

have found that beginning in the θ heights of our potentials near τ2,min results in an outward

radial flow, and, incidentally, insufficient e-folds to be of interest. These low τ heights are not

populated from inward τ -flows. This is because angular dynamics are intimately tied to radial

dynamics since the symmetry breaking of θ and τ are due to the same process, so hills and

valleys in θ are at all radii, ultimately guiding θ trajectories to the τ -valleys. And our approach

to the minimum is from a large radius flat potential rather than a growing chaotic inflation one.

In general, we believe that our two-field Kähler modulus model gives a more natural inflation

than natural inflation.

The inflaton potential at large τ is very shallow and in both the Kähler modulus and axion

directions the motion rolls very slowly, even more so for larger τ . In both τ and θ quantum kicks

in the (quasi) de Sitter geometry can dominate over the classical slow roll drift. We identified

this regime of the self-reproducing universe in our models.

However, to have a self-reproduction regime depends on the immunity of the model against

perturbative corrections, as we discussed in § 4.3. Corrections may lead to polynomial terms in

τ in V (τ, θ) which may spoil the flatness, and possibly even spoil inflation itself. This problem

is specific to the models of inflation associated with large τ , as here. Models where inflation

is realized with small values of the Kähler moduli, like “(better) racetrack inflation”, are not

sensitive to the alteration of the potential at large τ .

The issue is unclear because the exact form of the corrections is not yet known, so we

are left with exploring the worst and the best case scenarios. The best case scenario is that

corrections are absent or suppressed by a large volume factor 1/V. The worst case scenario is

where corrections generate significant terms for large τ . We note that inflation based on the

potential V (τ, θ) with two variables is more protected from the corrections than inflation based
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solely upon the potential V (τ). Indeed, if the potential V (τ, θ) is altered, the runaway character

along the τ -ridges may be changed to give a shallow minimum along τ , and the region around

this minimum might turn out to provide another suitable terrain for inflationary behaviour if

there is slow roll in the θ direction. Although asymptotic flatness and self-reproduction may

be destroyed by induced masses, the observable window at significantly smaller τ may still

allow inflations with enough e-foldings. As often happens in the investigation of string theory

cosmology, assumptions such as the gentle nature of the uplift imposed here have to be made.

That a viable stringy inflation seems feasible should motivate further work by the string theory

community on the corrections and their role in inflation model building.

In this paper, we did not treat the issues of reheating at the end of inflation and the relation

of the model to the observed particle physics. We just assumed that all the inflaton energy

is transferred to the energy of ultra relativistic particles of the Standard Model. We require

that there should be no overproduction of dangerous particles such as other long-lived moduli

or (non LSP) gravitinos. Such dangerous relics may “overclose the universe” or decay late

enough to destroy the success of the Big Bang Nucleosynthesis of the light elements. Details of

reheating depend on the Kähler moduli dynamics at the end of inflation and on the interactions

of the Kähler moduli with other fields, including the Standard Model particles. The dynamics

of τ depends on the character of the potential around the minimum. In our picture all the

other moduli except the inflaton T2 are stabilized and stay at the global minimum. If the value

of τ2,min exceeds the string scale, the supergravity description of the inflaton potential around

the minimum will be valid, with the inflaton beginning to oscillate after slow roll ends. The

coupling to other degrees of freedom, in particular those of the Standard Model, that appear

in the reheating process is unclear. The canonically-normalized inflaton may have interaction

via the gravitational coupling and this interaction must be sufficiently suppressed (e.g., by the

volume 1/V) to avoid significant radiative corrections to the inflaton potential. On the other

hand, the oscillating inflaton should decay into Standard Model particles fast enough (in < 100

sec) to preserve successful Big Bang Nucleosynthesis. These requirements may put interesting

constraints on the model for the couplings.

An alternative possibility is that τ2,min is comparable to the string scale so that stringy

effects play a direct role at the end of inflation. In this case one has to go beyond the super-

gravity description of the processes. We note that small τ2,min does not constrain the Kähler

modulus/axion inflation, since the observed e-folds take place at large τ : only the approach to,

and consummation of, preheating would be affected, and would be quite different than in the

supergravity case. One may envisage the following as a possible scenario: the Kähler modulus,

which corresponds to the geometrical size of the four-cycles, shrinks to zero corresponding to

the disappearance of a hole in a topological transition in the internal manifold. The energy of

τ cascades first into the excited closed string loops, then further into KK modes in the bulk

which interact with the Standard Model on the brane. Such a story is based on an analogy

with the string theory reheating in warped brane inflation due to brane-antibrane annihilation
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investigated in [112, 113, 114, 115]. In either the supergravity or stringy case, reheating in

Kähler moduli/axion inflation in the large volume stabilization model is an interesting and

important question worthy of further study.

Even within the context of the Kähler modulus/axion model explored here, the statistical

element of the theory prior probability in the landscape of late stage moduli is unavoidable,

so the terminology “roulette inflation” is quite appropriate — quite aside from the specific

roulette trajectories we have identified that have a dominant angular motion before settling

into a τ -trough on the way to the minimum. Within the landscape, we may have to be content

with error bars on inflationary histories that have a very large “cosmic variance” due to the

broad range of theory models and trajectories possible as well as the data errors due to cosmic

microwave background and large scale structure observational uncertainties.
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Chapter 5

Trans-Planckian Issue in the Milne

Universe

5.1 Introduction

The quantum theory of cosmological fluctuations generated during the inflationary stage of

the very early universe describes the time evolution of the scalar eigenmodes φk(t)e
ikx. The

physical momentum of the eigenmodes p = k
a is red-shifted in an expanding FRW universe with

increasing scalar factor a(t). If one takes a certain wavelength (of cosmological fluctuations)

today and evolves it backwards in time, due to expansion this scale will shrink to smaller and

smaller values and at one point will become smaller than the Planckian length. In other words,

there are length scales visible today that have been below Planck length at some point in

the past. This effect is especially dramatic during inflation, where the scalar factor increases

exponentially. Ultimately, at some instance the physical momentum becomes equal to the

Planckian mass scale Mp. After this point, the quantum field theory approach to fluctuations

in an expanding universe (say, during inflation) should be replaced by a theory incorporating

quantum gravity (say, string theory) which is not yet available. We found the earliest written

traces of the trans-Planckian problem in [116]. The trans-Planckian challenge was articulated

in [25], and discussed in many papers, see e.g [26, 117, 118, 119, 120, 121].

Suppose that trans-Planckian effects alter the result of the conventional QFT at inflation.

Despite an unclear notion about the microscopic theory of the effect, there is, however, a

convenient phenomenological encoding for it in terms of Bogolyubov coefficients [118]. Indeed,

as far as the physical momentum of the mode is below Mp, QFT is applicable. Instead of the

vacuum being the positive frequency eigenmode fk(τ) = 1
2ωk

e−iωkτ , one can use the Bogolyubov

coefficients Ak, Bk to describe the mode function of the initial state

fk(τ) → Akfk(τ) +Bkf
∗
k (τ) , |Ak|2 − |Bk|2 . (5.1)

UV physics, if any, is encoded in the Bk. The trans-Planckian effect looks pretty universal for

105
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any expanding FRW universe. Consider the Milne universe which is a hyperbolic space with

FRW type metric

ds2 = dt2 − a(t)2
(
dr2 + sinh2 r

(
dθ2 + sin2 θdφ2

))
, (5.2)

where a(t) = t is the scalar factor. This is the co-moving coordinate system of the kinematic

Milne model, which represents a medium of probe particles without gravity freely moving from

the origin in empty space-time.

In this model, physical wavelengths are red-shifted, so the reasoning for a trans-Planckian

effect should also be applied here, see Figure 5.1. However, the Milne universe is in fact another

coordinate system of flat Minkowski space-time, where QFT can be treated analytically in great

details, see e.g. [122]. Therefore QFT in the Milne universe can be used as a convenient ground

to address the trans-Planckian effect. We will focus on the VeV of the energy-momentum

tensor of a test scalar field, 〈T ν
µ 〉, which can be calculated in both coordinate systems of the

flat space-time: in the usual Minkowski coordinates, and in the Milne coordinates (5.2). For a

given choice of vacuum the answer for the covariant energy-momentum tensor 〈T ν
µ 〉 should be

the same. However, for the calculation of 〈T ν
µ 〉 in the Milne coordinates, trans-Planckian effects

(in terms of Ak and Bk) can be included and can alter the result. We will consider this as a

test to the trans-Planckian prescription.

Traditionally, the trans-Planckian problem is considered in the context of an expanding

universe, where Ak and Bk are inherited from the past. However, we can also consider the

trans-Planckian problem for a contracting universe, where the horizon is still much bigger than

Planckian size while the wavelengths are already blue-shifted below the Planckian scale. This

takes place in the contracting phase of the Milne universe (similar to the Figure 5.1 but with

reverse time direction). For higher momenta (k ≫ 1), the “trans-Planckian” moment of time

where a given wavelength crosses the Planckian scale occurs at time t ≫ tp ∼ 10−42 sec, and

where we expect QFT in flat space-time to be valid.

Therefore we can calculate the VeV of the energy-momentum tensor at the “trans-Planckian”

time in Minkowski coordinates which obviously vanishes

〈T ν
µ 〉 = 0 . (5.3)

Our goal is to calculate 〈T ν
µ 〉 in the contracting Milne universe (5.2) with and without trans-

Planckian contribution and compare it to the correct result (5.3). The calculation of 〈T ν
µ 〉 in

the contracting Milne universe is technically easier than that in the expanding Milne universe

(although still quite tedious). Therefore we first consider the problem in the contracting Milne

universe where methods of calculations will be introduced, and then extend the results for the

expanding Milne universe. We credit [123] where 〈T ν
µ 〉1/2 for the spin 1/2 field in the contracting

Milne universe was calculated, and we will extend its method to the case of the scalar field, and

the book [124], where 〈T ν
µ 〉 for a scalar field in the contracting Milne universe was calculated
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by a different method.

We also consider 〈T ν
µ 〉 in the expanding Milne universe. Since the time t of the Milne

coordinates and t̃ of the Minkowski coordinates are connected by non-linear transformations, the

vacuum choice for the expanding Milne universe is different from that in the contracting Milne

universe. This is related to the choice of the conformal vacuum vs. adiabatic vacuum [122].

As a result, 〈T ν
µ 〉 in the Minkowski coordinates for this vacuum is non-zero and corresponds to

an integration over the thermal spectrum of particles seen by an accelerating observer. On the

other hand in an expanding Milne universe, in addition to this VeV, we may include a potential

trans-Planckian contribution to Ak, Bk, which will alter the expected result.

The plan of this note is as follows. Section 2 contains a short introduction to the Milne

universe. Section 3 is devoted to the general QFT in the FRW type universes, including

the Milne universe. Section 4 gives a brief outline of the calculation of 〈T ν
µ 〉 in contracting

Milne universe, while calculational details are collected in the appendix. Section 5 contains the

extension of the results to the expanding Milne universe. In section 6 we discuss the challenge

to the trans-Planckian challenge.

5.2 The Milne Universe

The metric of the Milne universe is a FRW type metric (5.2) or written in conformal coordinates

ds2 = a(η)2
(
dη2 − dr2 − sinh2 r

(
dθ2 + sin2 θdφ2

))
, (5.4)

a(η) = eη,

where η is the conformal time. For the Milne metric the curvature tensor vanishes Rµ
νσρ = 0,

so it covers a portion of flat space-time. It is related to Minkowski space-time

ds2 = dt̃2 − dr̃2 − r̃2
(

dθ̃2 + sin2 θ̃dφ̃2
)

, (5.5)

by a coordinate transformation

t̃ = t cosh r, r̃ = t sinh r, (5.6)

θ̃ = θ, φ̃ = φ,

covering the patch t̃2 − r̃2 > 0. The upper cone t > 0 corresponds to an expanding universe,

the lower one t < 0 corresponds to the contracting universe, see Figure 5.2.

The conformal properties of the Milne universe are important for the choice of the vacuum,

which is related to global time-like Killing vectors. Indeed, there is a useful theorem [125,

122]: If for two conformally related conformally flat space-times M1,M2 with M2 flat there

exists a diffeomorphism between a global Cauchy hypersurface σ1 of M1 and a global Cauchy

hypersurface σ2 of M2, then there exists also a correspondence between the global time-like
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Killing vector fields of M1 and M2.

Taking the Milne Universe as M1, it was found [125] (through mapping both space-times to

the Einstein Universe) that these conditions are fulfilled when taking M2 to be Rindler space

with metric

ds2 = e2aξ
(
dη2 − dξ2

)
− dy2 − dz2 , (5.7)

which possesses two global time-like Killing vector fields

∂η, (5.8)

e−aξ cosh(aη) ∂η − e−aξ sinh(aη) ∂ξ,

corresponding to the conformal vacuum and the adiabatic vacuum.

So we can deduce that there are also two global time-like Killing vector fields for the Milne

Universe, one of them defining the conformal vacuum, and the other the adiabatic vacuum.

The corresponding conformal Killing vector fields in the Milne metric (5.4) are

Σ
(1)
µ : ∂η, (5.9)

Σ
(2)
µ : e−η cosh r ∂η − e−η sinh r ∂r ,

where η, r are now the coordinates of the metric (5.4).

We are faced with the choice which vacuum to take. It turns out that natural choice of

vacuum for the contracting Milne universe is the adiabatic vacuum, associated with the Killing

vector Σ
(2)
µ . The adiabatic vacuum also corresponds to the usual vacuum in the Minkowski

coordinates. Indeed, this Killing vector Σ
(2)
µ is nothing but ∂t̃. The conformal vacuum associated

with the other Killing vector Σ
(1)
µ is the natural choice of vacuum for the expanding Milne

universe.

5.3 Quantum Field Theory in FRW space-times

Let us recall the basics of the QFT of a free massive real scalar field in a FRW background.

The equation of motion for the scalar field is given by

(

� +m2 − R

6

)

φ = 0, (5.10)

where � = DµD
µ, m is the mass of the scalar field and R is the Ricci scalar. Using conformal

time in the FRW universe and making the Ansatz

φ(xµ) = a(η)−1

∫

dµ(λ, l,m)uλ(η)ΨJ (x), (5.11)
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where ΨJ are eigenfunctions of the spatial Laplacian ∆(3)ΨJ = λ2ΨJ with quantum numbers

J = {λ, l,m} and dµ(J) is the measure over the quantum numbers, we obtain the following

equation for the modes uλ

üλ + ω2uλ = 0, ω2 = λ2 +m2a2, (5.12)

where u̇λ = ∂ηuλ is the derivative with respect to conformal time. We quantize the field

φ(xµ) =
1√
2

∫
dµ(J)

a(η)

(

uλ(η)ΨJ (x) aJ (5.13)

+ u∗λ(η)Ψ∗
J (x) a†J

)

,

where a†J , aJ are the creation and annihilation operators for particles and antiparticles respec-

tively. Using orthogonality relations for the eigenmodes of the spatial Laplacian it can be shown

that the 00-component of the normal ordered energy momentum tensor for a scalar field is given

by

〈0| : T 0
0 : |0〉 =

1

π2a4

∫ ∞

0
dλλ2ωsλ, (5.14)

where

sλ =
1

2ω

(

|u̇λ|2 + ω2|uλ|2 − ω
)

. (5.15)

Now we have to specify the vacuum |0〉 and the eigenmodes uλ. The general solution to

Equation (5.12) is

uλ = c1H
(1)
iλ (µ) + c2H

(2)
iλ (µ) , (5.16)

where we defined µ = ma with a = t = eη . H
(1,2)
ν (z) are the Hankel functions.

Now consider the contracting Milne universe. Initial conditions shall be defined at t → ∞.

For µ→ ∞ we find a normalized positive energy solution

uλ =

√
π

2
e

π
2
λH

(2)
iλ (µ) . (5.17)

The correct normalization follows from (φλ, φν) = −
∫

Σ
dΣµ√−gΣ(φλ∂µφ

∗
ν − φ∗ν∂φµ)

!
= δλ,ν

which translates into uλ∂tu
∗
ν − u∗ν∂tuλ = i with Σµ being a time-like conformal Killing vector

field orthogonal to the 3-surface of integration [126].

The choice (5.17) of the eigenmode corresponds to the adiabatic vacuum. Physically, the

adiabatic vacuum corresponds to a vacuum which comes closest to being Minkowski, i.e. it

should become Minkowski in the limit of a very slowly changing geometry. In general this
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vacuum is associated with the WKB-type mode solutions of the equation of motion

uλ =
1√
2Wλ

e−i
R ηdη′Wλ(η′) , (5.18)

where W satisfies the non-linear equation

Wλ(η)2 = ω2 − 1

2

(

Ẅλ

Wλ
− 3

2

Ẇ 2
λ

W 2
λ

)

. (5.19)

Taking the limit of slowly varying scale factor a or rather equivalently the limit of large t (or

η), we can approximate ω = meη = Wλ, so that the adiabatic approximation to the WKB-type

solution is given by

uλ =
1√

2meη
e−imeη

, (5.20)

which corresponds to the large η limit of the eigenmodes (5.17). Thus, the adiabatic vacuum

|0A〉 of the contracting Milne Universe is the same as the Minkowski vacuum [122].

Next, we consider the expanding Milne universe. Initial conditions shall be defined at

η = −∞ (t = 0). We have to select the solution

uλ → vλ =

√
π

2

1√
sinhπλ

J−iλ(µ) , (5.21)

where Jiλ(µ) is the Bessel function. Its asymptotic form at η → −∞ is given by the normalized

positive frequency solution 1√
2λ
e−iλη. This choice of eigenmode corresponds to the conformal

vacuum.

Indeed, the conformal vacuum is obtained by performing a conformal transformation of the

metric gµν to the metric g̃µν , gµν = Ω2(x)g̃µν which changes the equation of motion (5.10) to

�̃Φ̃ = 0, where Φ̃ = Ω−1Φ. The vacuum state associated with the modes ũλ of Φ̃ corresponds

to the conformal vacuum |0C〉.
It is instructive to compare the vacua of the contracting (adiabatic) and expanding (confor-

mal) Milne universe. We can express the orthogonal set vλ of normalized eigenfunctions of the

expanding universe (5.21) in terms of the set of eigenfunctions uλ of the contracting universe

(5.17) introducing Bogolyubov coefficients

uλ(η) = αλvλ(η) + βλv
∗
λ(η) . (5.22)

Using the relation between the Bessel and the Hankel functions (see (5.37)) we find

αλ =
e

π
2
λ

√
2 sinhπλ

, βλ =
e−

π
2
λ

√
2 sinhπλ

. (5.23)

In particular, this means that the conformal vacuum in Minkowski space-time corresponds to
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excitations of states related to the usual Minkowski adiabatic vacuum. In other words, in

Minkowski coordinates 〈0A|T ν
µ |0A〉 = 0 but 〈0C |T ν

µ |0C〉 6= 0.

5.4 〈0A|T ν(Milne)
µ |0A〉 in contracting Milne universe

In this section we outline the calculation of the energy momentum tensor 〈0A|T ν(Milne)
µ |0A〉,

in the contracting Milne universe. The starting point is expression (5.14) where we have to

substitute the solution (5.17).

Formally the expression (5.14) for the mode functions in the Milne universe is divergent and

needs to be regularized. Normal ordering in (5.14) takes care of the divergence coming from

the zero point energy, but the energy momentum tensor in a curved space-time features more

divergences which are attributed to vacuum polarization. In FRW type space-times it is most

convenient to use the regularization method of Zel’dovich and Starobinsky [127], which we have

adopted. The result is to replace sλ in (5.14) by sλ − s2 − s4 with (see (5.45) in the Appendix)

s2 =
1

16

(
ω̇

ω2

)2

,

s4 = − 3

256

(
ω̇

ω2

)4

− 1

32

ω̇

ω3

∂

∂η

[
1

ω

∂

∂η

(
ω̇

ω2

)]

+
1

64

[
1

ω

∂

∂η

(
ω̇

ω2

)]2

. (5.24)

We illustrate the calculation for the energy density ρ = T00, the other components of Tµν can

be either calculated similarly or from ρ, energy conservation T µ
µ;ν and the vanishing of the

conformal anomaly 〈0|T µ
µ |0〉 = 0.

For the renormalized energy density we have

T
0(ren)
0 = ρvac − ρ0 − ρ1 − ρ2, (5.25)

where

ρvac = lim
ǫ→0

1

2π2a4

∫ ∞

0
dλλ2

(

|u̇λ|2 + ω2|uλ|2
)

e−ǫλ ,

ρ0 = lim
ǫ→0

1

2π2a4

∫ ∞

0
dλλ2ωe−ǫλ ,

ρ1,2 =
1

π2a4

∫ ∞

0
dλλ2ωs2,4 . (5.26)

The first two terms ρvac and ρ0 are divergent, but after regularization they contain finite

contributions. The finite part ρvac can be interpreted as a contribution of particles, seen by the

comoving observer in contracting Milne universe. Terms ρ1,2 are finite, and together with the

finite part of ρ0 can be interpreted as the vacuum polarization seen by the comoving observer.
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In order to extract divergences in ρvac and ρ0, we introduce the regularizer e−ǫλ with small

dimensionless parameter ǫ. At the end of our calculations the final answer will not be dependent

on it and we can send ǫ to zero. This technical trick is borrowed from [128].

The results of calculations of the integrals (5.26) detailed in the appendix are the following

ρvac =
1

π2a4

( 3

ǫ4
+
µ2

4ǫ2
+
µ4

16
log

ǫµ

2

+
γµ4

16
+
µ4

64
+
µ2

48
+

1

240

)

, (5.27)

ρ0 =
1

π2a4

( 3

ǫ4
+
µ2

4ǫ2
+
µ4

16
log

ǫµ

2

+
γµ4

16
+
µ4

64

)

, (5.28)

ρ1 =
1

π2a4

1

240
, ρ2 =

1

π2a4

µ2

48
. (5.29)

In the net result (5.25) all divergences are canceled. However, all finite parts are also

canceled so that we end up with

〈0A|T 0(Milne)
0(ren) |0A〉 = 0. (5.30)

All other components of the energy momentum tensor are also zero.

5.5 〈0C |T ν(Milne)
µ |0C〉 in expanding Milne universe

In this section we calculate the energy momentum tensor 〈0C |T ν(Milne)
µ |0C〉 in the expanding

Milne universe. Again, we use the formula (5.14) where we substitute the solution (5.21).

Let us calculate energy density ρ = 〈0C |T (Milne)
00 |0C〉. We have an integral expression similar

to (5.14), but with the eigenfunctions vλ instead of uλ. In principle, we can apply the method

of the previous section to this case, including regularizing with e−ǫλ and extracting divergences.

It is easier, however, to use relationship (5.22) between vλ and uλ. Then we obtain

〈0C |T 0(Milne)
0 |0C〉 = 〈0A|T 0(Milne)

0 |0A〉

+
1

π2a4

∫ ∞

0
dλλ2ω|βλ|2(2sλ + 1)

+∆ , (5.31)

where sλ, constructed from |uλ|, is defined in (5.15). The residual term ∆ is defined in (5.52)

and is constructed from u2
λ, u

∗2
λ . Before regularization all the divergences are in the first term

〈0A|T (Milne)
00 |0〉.

Expression (5.31) becomes transparent for large values of t (or η), where sλ → 1, ∆ → 0.

Regularizing expression (5.31) is reduced to regularizing the first term which we performed in
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the previous section. Using (5.23) for βλ, we have the final result

〈0C |T 0(Milne)
0(ren) |0C〉 =

1

π2a4

∫ ∞

0
dλλ2ω

1

e2πλ − 1
. (5.32)

As expected, in expanding Milne universe energy density is non-zero due to the choice of the

conformal vacuum.

5.6 Discussion: Challenge to the Trans-Planckian Challenge

We will discuss all aspects of the UV physics which may emerge in the cosmological models,

for instance, the impact of the horizon [129] on the trans-Planckian issue.

In an expanding/contracting flat universe, a given wavelength of the oscillator’s eigenmode

eikx is red-shifted/blue-shifted. The Milne universe has hyperbolic three dimensional spatial

slicing. The spatial eigenmode of this hyperbolic space is described by the function (5.35) (see

Appendix). For simplicity we consider the high-frequency modes with λ≫ 1. In this limit the

eigenmode (5.35) is reduced to simple standing waves ∼ cos(λr). For these modes we can use

the intuitive red-shifting/blue-shifting picture.

In this section we will discuss how the results (5.30), (5.32) will be changed if we apply the

trans-Planckian prescription for the eigenmodes with the wavelengths which were or will be

below the Planckian scale in the contracting/expanding Milne universe.

In the contracting universe a given wavelength is blue-shifted and will be shorter than the

Planckian scale at its “trans-Planckian” moment tk. If trans-Planckian effects work in this

model, then the value 〈0A|T (Milne)
00(ren) |0A〉 will departure from zero. However, the moment tk is

much bigger than the Planckian time. The moment tk is not special for observers in the usual

Minkowski coordinate system, where 〈0A|T (Mink)
00(ren |0A〉 remains always zero. We conclude that

the trans-Planckian effect does not emerge in the contracting Milne universe.

Now, let us apply the trans-Planckian prescription to the calculation of 〈0C |T (Milne)
00(ren) |0C〉 for

the expanding universe. We simply alter the eigenmode uλ(η) at the moment ηk, according to

(5.1). Then the result (5.30) will be changed to

〈0C |T 0(Milne)
0(trans) |0C〉 =

1

π2a4

∫ ∞

0
dλλ2ω|βλ +Bλ|2 . (5.33)

However, observers in the usual Minkowski coordinate system should not see any effects of Bλ.

No trans-Planckian effects emerge in the expanding Milne universe.

It is clear that our consideration of the trans-Planckian issue in contracting/expanding

cosmologies is much more general than the simple example of the Milne universe. Consider, for

example, the expanding anisotropic Kasner universe

ds2 = dt2 − t2p1dx2 − t2p2dy2 − t2p3dz2 , (5.34)
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with
∑
pi =

∑
p2

i = 1, so that one of the pi-s is non-positive. Suppose space is stretching in two

directions while shrinking in the third direction, p3 < 0. The component of the momentum k3 of

the quantum modes eik3z associated with this third direction is blueshifting (while the universe

as a whole is expanding), and at some point passes the Planckian scale. It is paradoxical

to encounter quantum gravity effects in an expanding Kasner universe! Notice the special

combination of parameters p1 = p2 = 0, p3 = 1. In this case the Kasener metric (5.34) is the

product of the two-dimensional Milne universe and R2 and can be transformed to the Minkowski

space-time, and we have another example where the trans-Plankian issue evaporates. The

resolution of the paradox: the criterion for the UV (string) physics to become important is

having large values of the curvature terms Cµνρσ
µνρσ , R

µν
µν , R2 ∼ 1/l4p but not coordinate effects.

We can compare the situation with another apparent paradox of inflation, using the “trans-

Planckian” value of the inflaton filed φ ≫ Mp. There are no restrictions to use the large φ

values, the physical restrictions are related to the energy density V ≪M4
p (where the curvature

is sub-Planckian).
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Appendix

In this appendix we describe properties of the eigenfunctions uλΨJ(x) of (5.10) and present

some details of the renormalization procedure for the 0−0 component of the energy momentum

tensor in the conformal and adiabatic vacuum.

Properties of Eigenfunctions

For the hyperbolic case of the open universe (as in the case of the Milne metric), J = λ, l,m.

Ignoring non-normalizable super-horizon modes, we have 0 ≤ λ ≤ ∞, l = 0, 1, 2, ..., m =

−l, ...,+l. The explicit form of the normalized space-dependent part of the eigenfunction is

ΨJ(x) =
1√

sinh r

Γ(iλ+ l + 1)

|Γ(iλ)| P
−l−1/2
iλ−1/2 (cosh r)Ylm(θ, φ) , (5.35)

where Pµ
ν are the associated Legendre polynomials, and Ylm are the spherical harmonics. Let

us focus on the high frequency (λ ≫ 1) asymptotic of ΨJ(x). The asymptotic properties of

P
−l−1/2
iλ−1/2 (cosh r) imply [130]

P
−l−1/2
iλ−1/2 (cosh r) ∼ cos(λr) . (5.36)

The time-dependent part of the eigenfunctions uλ is reduced to the solution of the Bessel

equation (5.12).
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The two modes uλ, corresponding to the adiabatic vacuum, and vλ, corresponding to the

conformal vacuum are related through

vλ =
e

π
2
λ

√
2 sinhπλ

uλ +
e−

π
2
λ

√
2 sinhπλ

u∗λ , (5.37)

which can be obtained by using the relation between the Bessel and the Hankel functions for

λ, µ ∈ R

J−iλ(µ) =
1

2

(

(H
(2)
iλ (µ))∗ + eπλH

(2)
iλ (µ)

)

. (5.38)

This defines the coefficients αλ, βλ in (5.23).

Renormalizing 〈0A|T00|0A〉

To compute the energy momentum tensor, we plug the solutions (5.17) of the mode equation

(5.12) into the definition (5.14) of 〈0C |T00|0C〉. Making use of the following properties of the

Hankel functions [131]

(

H(1)
ν (x)

)∗
= H

(2)
ν∗ (x) ,

H
(1)
−ν (z) = eνiπH(1)

ν (z) , (5.39)

2ν

z
H(i)

ν (z) = H
(i)
ν−1(z) +H

(i)
ν+1(z) ,

we find

|u̇λ|2 =
π

4

[µ2

2

(

H
(1)
iλ+1H

(2)
iλ+1 +H

(1)
iλ−1H

(2)
iλ−1

)

+ λ2H
(1)
iλ H

(2)
iλ

]

, (5.40)

|uλ|2 =
π

4
H

(1)
iλ H

(2)
iλ .

Now we apply

H(1)
ν H(2)

ν =
4

π2

∫ ∞

0
dxK0(2µ sinhx)

(

e2νx + e−2νx
)

, (5.41)

where K0(z) is the MacDonald function, and introduce the regularizing factor e−ǫλ to get

ρvac =
1

2π2a4

∫ ∞

0
dλλ2

(
|u̇λ|2 + ω2|uλ|2

)

=
2

π3a4

∫ ∞

0
dxK0(2µ sinhx)

×
[

µ2 cosh(x)2
∫ ∞

0
dλλ2 cos(2λx)e−ǫλ

+

∫ ∞

0
dλλ4 cos(2λx)e−ǫλ

]
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=
2

π3a4

∫ ∞

0
dxK0(2µ sinhx) (5.42)

×
[

µ2 cosh(x)2 ǫ
ǫ2 − 12x2

(ǫ2 + 4x2)3
︸ ︷︷ ︸

=:f

+ 12 ǫ
ǫ4 − 40ǫ2x2 + 80x4

(ǫ2 + 4x2)5
︸ ︷︷ ︸

=:h

]

.

Multiplying the fractions f, h by a power of xn will result in a zero contribution for n ≥ 3 and

n ≥ 5 respectively. Therefore we expand K0(2µ sinhx) cosh2 x to O(x3) and K0(2µ sinhx) to

order O(x5) and perform the integrations to obtain

ρvac =
1

π2a4

( 3

ǫ4
+
µ2

4ǫ2
+
µ4

16
log

ǫ

2

+
µ4 log µ

16
+
γµ4

16
+
µ4

64
+
µ2

48
+

1

240

)

, (5.43)

The energy momentum tensor contains divergences even after subtracting the vacuum energy

ρ0 which calculates to

ρ0 =
1

π2a4

∫ ∞

0
dλλ2ω

2
e−ǫλ

=
1

π2a4
(5.44)

×
(

3

ǫ4
+
µ2

4ǫ2
+
µ4

16
log

ǫ

2
+
µ4 log µ

16
+
γµ4

16
+
µ4

64

)

.

To deal with the remaining divergences, we employ the Zel’dovich-Starobinsky regulariza-

tion scheme [127] which amounts to introducing the variables sλ = |βλ|2 and uλ − ivλ =

±2αλβλe
−2i

R η
η0

dη ω
obeying

ṡλ = 1
2

ω̇
ωuλ ,

v̇λ = 2ωuλ ,

u̇λ =
ω̇

ω
(1 ± 2sλ) − 2ωvλ . (5.45)

We set λ→ hλ,m → hm,ω → hω, expand sλ, uλ, vλ in a series

shλ =
∑

ℓ=1

1

hℓ
sℓ , uhλ =

∑

ℓ=1

1

hℓ
uℓ , vhλ =

∑

ℓ=1

1

hℓ
vℓ , (5.46)

and plug them into (5.45) to find after some algebra

s4 = − 3

256

(
ω̇

ω2

)4

− 1

32

ω̇

ω3

∂

∂η

[
1

ω

∂

∂η

(
ω̇

ω2

)]
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+
1

64

[
1

ω

∂

∂η

(
ω̇

ω2

)]2

, s2 =
1

16

(
ω̇

ω2

)2

, (5.47)

with all other sℓ = 0. Now we can easily calculate

ρ1 =
1

π2a4

∫ ∞

0
dλλ2ωs2 =

1

π2a2

µ2

48
,

ρ2 =
1

π2a4

∫ ∞

0
dλλ2ωs4 =

1

π2a2

1

240
. (5.48)

Adding up all terms gives

〈0A|T 0(ren)
0 |0A〉 = ρvac − ρ0 − ρ1 − ρ2 = 0. (5.49)

Renormalizing 〈0C |T00|0C〉

In order to compute 〈0C |T00|0C〉 we plug the conformal eigenmodes (5.21) into (5.15), express

the modes vλ, v
∗
λ in terms of the modes uλ, u

∗
λ (5.17) and find after some algebra

s̄λ =
1

2ω

(
|v̇λ|2 + ω2|vλ|2 − ω

)

= sλ +
e−πλ

sinhπλ

(

sλ +
1

2

)

+ ∆̃ , (5.50)

where we can identify the second term as |βλ|2(2sλ + 1) and

∆̃ =
1

4ω sinhπλ

(
u̇2

λ + ω2u2
λ + u̇∗2λ + ω2u∗2λ

)
. (5.51)

This gives rise to expression (5.31) for 〈0C |T 0
0 |0C〉 with

∆ =
1

π2a4

∫

dλλ2ω∆̃ . (5.52)

At late times, the integrand ∆̃ is rapidly oscillating so that limt→∞ ∆ = 0 as can be seen by

using the large argument asymptotics of the Hankel functions

lim
µ→∞

H(1)(µ) =

√
2

πµ
ei(µ− 1

2
νπ−π

4 ) ,

lim
µ→∞

H(2)(µ) =

√
2

πµ
e−i(µ− 1

2
νπ−π

4 ) . (5.53)

The late time behaviour of (2sλ + 1) → 1 can be easily seen from (5.40) using the asymptotic

behaviour of the Hankel functions (5.53).
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Hubble radius

 with  k=30

time t

scales

for k=30
transplanckian moment

a=t

redshifting wavelength

Figure 5.1: Redshift of the wavelength λ = 2π
k
a(t) in the Milne universe. The horizontal dashed line

represents the Planck scale lp. A given wavelength for example k = 30 crosses the Planckian scale at its
trans-Planckian moment tk.

t

r

Figure 5.2: The patches of Minkowski space covered by the Milne metric. Upper (shadow) patch
corresponds to the expanding universe, while the lover (empty) patch corresponds to the contracting
universe



Chapter 6

Conclusions and Outlook

We investigated the statistical character of the ensemble of inflationary acceleration trajectories

both on the experimental/ data analysis side and on the theoretical/ model building side.

On the data analysis side, using the trajectory framework we examined the impact of theo-

retical priors on the reconstruction of the parameters of the primordial power spectra, finding

a strong dependence on the parametrization of the trajectories. Not surprisingly, especially

experimentally not well determined quantities like the tensor scalar ratio are most sensitive to

the – sometimes even only implicit – choice of priors.

We offered different strategies to compensate the effect of the priors when performing MCMC

parameter reconstruction by varying the form of the parametrization and explicitly adjusting

the prior in the calculation of the likelihood of a given model. Performing some simplified

preliminary explorations of resolving power of the upcoming satellites Planck and CMPol we

showed that – depending on the amplitude of the tensor fluctuations – priors will always play

a role when reconstructing information about the inflationary potential.

On the theoretical side we examined the properties of the inflationary period in an explicit

large volume compactification of type IIB string theory, finding another example of the land-

scape where not only the parameters of the potential (corresponding to different choices for the

details of the compactification and background fluxes) but also the initial conditions of the two

dynamical fields greatly impact the evolution of the resulting universes, leading to wildly vary-

ing observational consequences: tiny variations in the initial conditions around certain points

in field space result in inflation lasting from just a few efolds of inflation to hundreds of efolds.

Instead of each point in the string landscape of vacua corresponding to a unique observational

prediction it turns out that also within a given vacuum the choice of initial condition adds an-

other statistical element. Observations can only hope to reconstruct the slice of the underlying

potential corresponding to the actual trajectory of the dynamical fields.

On the surface, the situation for early universe cosmology appears somewhat tedious, with

the ultimate goal of uniquely determining the inflaton potential seemingly completely out of

reach. Intrinsic uncertainties from the data as well as from the theory side appear to be turning

inflationary model building into a game of prior belief.

119
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But the situation need not necessarily be as hopeless depending on what future measure-

ments will see. For example if upcoming observations determine the inflationary energy scale by

measuring the amplitude of gravity waves which would immediate rule out the known inflation-

ary models derived from string theory. Models based on the KKLT construction so far seem to

contain only very tiny tensor scalar ratios of r ≈ 10−10, far below the values of r ≈ 10−2 . . . 10−3

that the most optimistic experiments hope to be able to detect. Therefore any experimental

signal of gravity waves produced during inflation would pose somewhat of a challenge to string

theory, but we should stress that there is no no-go theorem forbidding large values for the

amplitude of the tensor power spectrum in those kinds of models.

Also on the theory side much about string theory is still unknown. Maybe some as of now

still unknown mechanism other than statistics will provide a guiding principle for determining

which valley in the landscape of string vacua is the most “fundamental” one. It might even

turn out that alternative UV complete theories of gravity like loop quantum gravity will be

able to provide better fits to the data.

In the end, the ultimate factor deciding which vacuum/ valley/ theory is the right one must

be observational data and not a theoretical prior belief in the beauty of a theory. In this sense,

the next years promise to be a very exciting time for cosmologists as more and more experiments

are providing better and better data and nobody knows which unexpected observational results

will be obtained in the future.

We investigated the trans-Planckian issue in the Milne universe, arguing that there should

be no trans-Planckian effects in this FRW-type reparametrization of (a quarter of) Minkowski

space despite the fact that in Milne coordinates the scale factor is growing with time leading to

any given mode to originate from below Planckian size. However, for a Minkowski coordinate

observer, the point in time – at which for a Milne observer a given mode is crossing the Planck

size – is not different from any other, with no expansion of modes in time. The only effect

associated with a change of observers is the appearance of Unruh radiation.
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