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Les	grandes	structures	de	l’Univers

Comment modéliser la complexité des petites 
échelles et leur couplage aux grandes échelles ?

Comment utiliser les grandes structures pour 
contraindre la cosmologie et la physique 

fondamentale (énergie noire, neutrinos, tests de 
la RG, physique de l’inflation)?

Petite échelle : ‘gastrophysique’Grande échelle : clustering de la matière noire

➡ Précisions des mesures avec l’arrivée de grands relevés 
de galaxies comme Euclid qui utiliseront :

- le clustering (traceur lumière)
- l’effet de lentille gravitationnelle (traceur masse)

➡ La précision des contraintes cosmologiques dépendra de 
notre capacité à modéliser ces observables à petite échelle.©ESA
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Evolu:on	of	LSS	is	sensi:ve	to	cosmic	
expansion	rate	H(z)	and	growth	rate	of	
structures	D(z).	

Studying	LSS	then	constrains	
cosmological	parameters,	dark	energy	
e.o.s,	modifica:on	of	gravity...	
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The	LSS	is	sensi:ve	to	our	cosmological	model

It	usually	relies	on	correla:on	func:ons	
including	Baryon	Acous:c	Oscilla:on	
peaks	(e.g	Cole+05,	Anderson+14),	
redshiS	space	distor:ons	(e.g	Guzzo+08,	
Samushia+14),	lensing.

~r

h�(~x)�(~x + ~r)i = ⇠2(||~r||)

~r

DM	simula:on	by	C.	Pichon
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DM	simula:on	by	C.	Pichon



	cosmic	web:	voids,	walls,	filaments,	nodes	
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How	is	the	cosmic	web	woven?	
How	do	structures	grow	in	the	Universe?

to	be	compared	with	
observa:onstheory	of	gravity	+	cosmological	

model	(dark	energy,	dark	ma_er...)

models	of	the	early	universe	
predict	

	the	sta:s:cs	of	the	ICs	

gravity

expansion

Gaussian	primordial	fluctua:ons	

	theory	can	not	predict	our	Universe	(a	single		realiza:on)	on	an	object-by-object	basis	but	
its	sta:s:cs	:	expecta:on	+	cosmic	variance
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How	is	the	cosmic	web	woven?	
How	do	structures	grow	in	the	Universe?

Gaussian	primordial	fluctua:ons	

Comment caractériser entièrement les propriétés statistiques d’un GRF?
1) Avec sa moyenne et sa variance
2) Avec tous ses moments <δn>
3) Avec sa moyenne et son spectre de puissance
4) Avec sa moyenne et sa fonction de corrélation à deux points
5) Avec l’ensemble (infini) de ses polyspectres successifs (spectre de 
puissance, bispectre, trispectre, etc).
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How	do	structures	grow	in	the	Universe?

Gaussian	primordial	fluctua:ons	

Ini:al	state	fully	described	by	the	2-pt	
correla:on	func:on	(=	power	spectrum)

~r
~r

h�(~x)�(~x + ~r)i = ⇠2(||~r||)

CMB	as	seen	by	Planck

cosmic variance

expectation
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How	is	the	cosmic	web	woven?	
How	do	structures	grow	in	the	Universe?

gravity

Gaussian	primordial	fluctua:ons	

expansion

Subsequent	gravita:onal	evolu:on	is	
non-Gaussian:	need	to	go	beyond	2-pt	
and	study	higher	order	sta=s=cs	e.g		
3-pt	correla:on	func:on	(=bispectrum)

Ini:al	state	fully	described	by	the	2-pt	
correla:on	func:on	(=	power	spectrum)

~r
~r

h�(~x)�(~x + ~r)i = ⇠2(||~r||)
~r1

~r1

~r2

~r2

✓

✓

⇠3(~r1,~r2) = ⇠3(r1, r2, ✓)
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➣	Exact	solu=ons:	spherical	collapse	(gravita:onal	evolu:on	
of	a	spherically	symmetric	field)	

							evolu:on	of	a	shell	of	radius	r	and		
							mass	M:	

To	solve	the	LSS	dynamics	:	numerical	simula:ons	
or	theore:cal	predic:ons	in	some	regimes

The	Vlasov-Poisson	equa:ons	(collisionless	Boltzmann	equa:on)	-	f(x,p)	is	the	phase-space	
density	distribu:on	-	are	fully	nonlinear:

df

dt
=

⇥

⇥t
f(x,p, t) +

p
ma2

⇥

⇥x
f(x,p, t)�m

⇥

⇥x
⇥(x)

⇥

⇥p
f(x,p, t) = 0

�⇥(x) =
4�Gm

a

�⇤
f(x,p, t)d3p� n̄

⇥

X

d2r

dt2
= �GM

r2
+

⇤
3

r

Peebles	1980;	Fry	1984;	
Bernardeau	2002

		
➣	single	flow	equa:ons	un:l	shell	crossing	for	a	self-gravita:ng	cold	fluid:

@

@t
�(x, t) +

1

a
[(1 + �(x, t))ui(x, t)],i = 0

@

@t
ui(x, t) +

ȧ

a
ui(x, t) +

1

a
uj(x, t)ui,j(x, t) = �1

a
�,i(x, t) + . . .

�,ii(x, t)� 4⇡G⇢ a2 �(x, t) = 0
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in 3D where J3/2 is the Bessel function of the first kind of index 3/2. The calculation14 of (160)
makes indeed intervene only the second moment and its variation with the smoothing scale so
that Bernardeau (1994a),

h�3
Ric

h�2
Ri2 = 3⌫2 +

d log �
2
R

d log R
(162)

where ⌫2 is directly related to F2 as its angular average,

⌫2 =

Z 1

�1
dµ F2(k1,k2) (163)

(µ is the cos of the angle between k1 and k2). For an Einstein-de Sitter universe we have
3⌫2 = 34/7. Such relation between the spherical collapse dynamics and tree-order cumulant can
actually be generalized to all orders. This is this connexion that we will try to unveil in the
rest of this section. First we need to explore a bit more the specificities of the spherical collapse
solutions.

11.2 The spherical collapse

0.0 0.5 1.0 1.5 2.0
0.0

0.5

1.0

1.5

2.0

r

Ρ N
L
!"r"#

1

Figure 20: Example of evolution of a density profile with the spherical collapse. In blue we
give the linearly evolved profile (linear growing mode)), in red its nonlinear evolution. Given a
density contrast within a radius in the growing mode linear regime ⌧(< r) the subsequent shell
size and density it compasses are entirely determined by the spherical evolution. Example of
such evolutions are given by the blue and red circles.

The spherical collapse does not only give the time within which a spherically symmetric
perturbation collapses, it gives the explicit and exact solution of the nonlinear evolution of the
density field before shell crossing for a wide class of initial fields, those with initial spherical
perturbations. Moreover, the Gauss theorem ensures that the radius evolution of a shell in such
a geometry is entirely determined by the total mass it contains. So let us consider a density
contrast ⌧(< r) within the radius r. Let us call R(⌘) the radius of that same shell during its
nonlinear evolution and ⇢(< R, ⌘) the total density it contains. At an arbitrarily early time
the amount of matter encompassed within such a radius is simply 4⇡/3r

3
⇢(⌘0) and by matter

conservation we have
⇢(< R, ⌘)R3(⌘) = ⇢(⌘0)r3

. (164)

14It is based on the exploitation of summation theorem enjoyed by the Bessel functions, relation 8.530 of
Gradshteyn and Ryzhik (1965).

40

ini:al	
profile

evolved	
profile ⌧ ! ⇢ = ⇣SC(⌧)

r0 ! r = r0⇢
�1/3

Peebles	1980;	Fry	1984;	
Bernardeau	2002
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makes indeed intervene only the second moment and its variation with the smoothing scale so
that Bernardeau (1994a),

h�3
Ric

h�2
Ri2 = 3⌫2 +

d log �
2
R

d log R
(162)

where ⌫2 is directly related to F2 as its angular average,

⌫2 =

Z 1

�1
dµ F2(k1,k2) (163)

(µ is the cos of the angle between k1 and k2). For an Einstein-de Sitter universe we have
3⌫2 = 34/7. Such relation between the spherical collapse dynamics and tree-order cumulant can
actually be generalized to all orders. This is this connexion that we will try to unveil in the
rest of this section. First we need to explore a bit more the specificities of the spherical collapse
solutions.

11.2 The spherical collapse
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0.5
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r

Ρ N
L
!"r"#

1

Figure 20: Example of evolution of a density profile with the spherical collapse. In blue we
give the linearly evolved profile (linear growing mode)), in red its nonlinear evolution. Given a
density contrast within a radius in the growing mode linear regime ⌧(< r) the subsequent shell
size and density it compasses are entirely determined by the spherical evolution. Example of
such evolutions are given by the blue and red circles.

The spherical collapse does not only give the time within which a spherically symmetric
perturbation collapses, it gives the explicit and exact solution of the nonlinear evolution of the
density field before shell crossing for a wide class of initial fields, those with initial spherical
perturbations. Moreover, the Gauss theorem ensures that the radius evolution of a shell in such
a geometry is entirely determined by the total mass it contains. So let us consider a density
contrast ⌧(< r) within the radius r. Let us call R(⌘) the radius of that same shell during its
nonlinear evolution and ⇢(< R, ⌘) the total density it contains. At an arbitrarily early time
the amount of matter encompassed within such a radius is simply 4⇡/3r

3
⇢(⌘0) and by matter

conservation we have
⇢(< R, ⌘)R3(⌘) = ⇢(⌘0)r3

. (164)

14It is based on the exploitation of summation theorem enjoyed by the Bessel functions, relation 8.530 of
Gradshteyn and Ryzhik (1965).
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ini:al	
profile

evolved	
profile ⌧ ! ⇢ = ⇣SC(⌧)

r0 ! r = r0⇢
�1/3

Peebles	1980;	Fry	1984;	
Bernardeau	2002

		
➣	single	flow	equa:ons	un:l	shell	crossing	for	a	self-gravita:ng	cold	fluid:

@

@t
�(x, t) +

1

a
[(1 + �(x, t))ui(x, t)],i = 0

@

@t
ui(x, t) +

ȧ

a
ui(x, t) +

1

a
uj(x, t)ui,j(x, t) = �1

a
�,i(x, t) + . . .

�,ii(x, t)� 4⇡G⇢ a2 �(x, t) = 0

➣	Perturba=on	Theory:		expand	the	cosmic	fields	with	respect	to	ini:al	density	fields	and	solve	
perturba:vely		order	by	order �(x, t) = �1(x, t) + �2(x, t) + · · ·



α(k1,k2) ≡
k12 · k1

k21
, β(k1,k2) ≡

k212(k1 · k2)

2k21k
2
2

(39)

encode the non-linearity of the evolution (mode coupling) and come from the non-
linear terms in the continuity equation (16) and the Euler equation (17) respectively.
From equations (37)-(38) we see that the evolution of δ̃(k, τ) and θ̃(k, τ) is determined
by the mode coupling of the fields at all pairs of wave-vectors k1 and k2 whose sum is
k, as required by translation invariance in a spatially homogeneous Universe.

2.4.2 General Solutions in Einstein-de Sitter Cosmology

Let’s first consider an Einstein-de Sitter Universe, for which Ωm = 1 and ΩΛ = 0. In
this case the Friedmann equation, Eq. (4), implies a(τ) ∝ τ2, H(τ) = 2/τ , and scaling
out an overall factor of H from the velocity field brings Eqs. (37-38) into homogeneous
form in τ or, equivalently, in a(τ). As a consequence, these equations can formally be
solved with the following perturbative expansion [270, 334, 428],

δ̃(k, τ) =
∞
∑

n=1

an(τ)δn(k), θ̃(k, τ) = −H(τ)
∞
∑

n=1

an(τ)θn(k), (40)

where only the fastest growing mode is taken into account. Remarkably it implies
that the PT expansions defined in Eq. (35) are actually expansions with respect to the
linear density field with time independent coefficients. At small a the series are domi-
nated by their first term, and since θ1(k) = δ1(k) from the continuity equation, δ1(k)
completely characterizes the linear fluctuations.

The equations of motion, Eqs. (37-38) determine δn(k) and θn(k) in terms of the
linear fluctuations to be:

δn(k) =

∫

d3q1 . . .

∫

d3qn δD(k− q1...n)Fn(q1, . . . ,qn)δ1(q1) . . . δ1(qn), (41)

θn(k) =

∫

d3q1 . . .

∫

d3qn δD(k− q1...n)Gn(q1, . . . ,qn)δ1(q1) . . . δ1(qn), (42)

where Fn and Gn are homogeneous functions of the wave vectors {q1, . . . ,qn}
with degree zero. They are constructed from the fundamental mode coupling functions
α(k1,k2) and β(k1,k2) according to the recursion relations (n ≥ 2, see [270, 334]
for a derivation):

Fn(q1, . . . ,qn) =
n−1
∑

m=1

Gm(q1, . . . ,qm)

(2n+ 3)(n− 1)

[

(2n+ 1)α(k1,k2)Fn−m(qm+1, . . . ,qn)

+2β(k1,k2)Gn−m(qm+1, . . . ,qn)
]

, (43)
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where	Fn	are	the	PT	kernels	and	can	be	computed	hierarchically	in	k	space		

20

Single-flow	equa:ons	+	perturba:ve	expansion	yield	the	density	at	order	n	:
Gn(q1, . . . ,qn) =

n−1
∑

m=1

Gm(q1, . . . ,qm)

(2n+ 3)(n− 1)

[

3α(k1,k2)Fn−m(qm+1, . . . ,qn)

+2nβ(k1,k2)Gn−m(qm+1, . . . ,qn)
]

, (44)

(wherek1 ≡ q1+. . .+qm, k2 ≡ qm+1+. . .+qn, k ≡ k1+k2, andF1 = G1 ≡ 1)

For n = 2 we have:

F2(q1,q2) =
5

7
+

1

2

q1 · q2

q1q2
(
q1
q2

+
q2
q1

) +
2

7

(q1 · q2)2

q21q
2
2

, (45)

G2(q1,q2) =
3

7
+

1

2

q1 · q2

q1q2
(
q1
q2

+
q2
q1

) +
4

7

(q1 · q2)2

q21q
2
2

. (46)

Explicit expressions for the kernels F3 and F4 are given in [270]. Note that the

symmetrized kernels, F (s)
n (obtained by a summation of Fn with all possible permuta-

tions of the variables), have the following properties [270, 692]:

1. As k = q1 + . . . + qn goes to zero, but the individual qi do not, F (s)
n ∝ k2.

This is a consequence of momentum conservation in center of mass coordinates.

2. As some of the arguments of F (s)
n get large but the total sum k = q1 + . . .+ qn

stays fixed, the kernels vanish in inverse square law. That is, for p ≫ qi, we
have:

F (s)
n (q1, . . . ,qn−2,p,−p) ∝ k2/p2, (47)

and similarly for G(s)
n .

3. If one of the arguments qi of F (s)
n or G(s)

n goes to zero, there is an infrared
divergence of the form qi/q2i . This comes from the infrared behavior of the mode
coupling functions α(k1,k2) and β(k1,k2). There are no infrared divergences
as partial sums of several wavevectors go to zero.

A simple application of the recursion relations is to derive the corresponding recur-
sion relation for vertices νn and µn which correspond to the spherical average of the
PT kernels:

νn ≡ n!

∫

dΩ1

4π
. . .

dΩn

4π
Fn(k1, . . . ,kn), (48)

µn ≡ n!

∫

dΩ1

4π
. . .

dΩn

4π
Gn(k1, . . . ,kn). (49)

Since the kernels Fn and Gn depend only on the ratios ki/kj , the vertices depend
a priori on these quantities as well. Considering the equations (43, 44), one can see
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F3(q1, q2, q3) =
5 (q2 + q3) .q2 (q1 + q2 + q3) .q1

36q21q
2
2

+
5 (q2 + q3) .q3 (q1 + q2 + q3) .q1

36q21q
2
3

+

q3.q2 (q2 + q3) . (q2 + q3) (q1 + q2 + q3) .q1
18q21q

2
2q

2
3

+
(q2 + q3) .q2 (q1 + q2 + q3) . (q2 + q3)

12 (q2 + q3) . (q2 + q3) q22
+

(q2 + q3) .q1 (q2 + q3) .q2 (q1 + q2 + q3) . (q1 + q2 + q3)

42 (q2 + q3) . (q2 + q3) q21q
2
2

+
(q2 + q3) .q3 (q1 + q2 + q3) . (q2 + q3)

12 (q2 + q3) . (q2 + q3) q23
+

(q2 + q3) .q1 (q2 + q3) .q3 (q1 + q2 + q3) . (q1 + q2 + q3)

42 (q2 + q3) . (q2 + q3) q21q
2
3

+
q3.q2 (q1 + q2 + q3) . (q2 + q3)

9q22q
2
3

+

2q3.q2 (q2 + q3) .q1 (q1 + q2 + q3) . (q1 + q2 + q3)

63q21q
2
2q

2
3

…

Perturba:on	Theory
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E.g	the	power	spectrum																																																												can	then	be	predicted	at	any	order

P  (k)ab =
k

+  2
k

+  6
k-k -k -kq

k-q

-q

-(k-q)

p
q -q

k-p-q -(k-p-q)

-p

Perturba:on	Theory

α(k1,k2) ≡
k12 · k1

k21
, β(k1,k2) ≡

k212(k1 · k2)

2k21k
2
2

(39)

encode the non-linearity of the evolution (mode coupling) and come from the non-
linear terms in the continuity equation (16) and the Euler equation (17) respectively.
From equations (37)-(38) we see that the evolution of δ̃(k, τ) and θ̃(k, τ) is determined
by the mode coupling of the fields at all pairs of wave-vectors k1 and k2 whose sum is
k, as required by translation invariance in a spatially homogeneous Universe.

2.4.2 General Solutions in Einstein-de Sitter Cosmology

Let’s first consider an Einstein-de Sitter Universe, for which Ωm = 1 and ΩΛ = 0. In
this case the Friedmann equation, Eq. (4), implies a(τ) ∝ τ2, H(τ) = 2/τ , and scaling
out an overall factor of H from the velocity field brings Eqs. (37-38) into homogeneous
form in τ or, equivalently, in a(τ). As a consequence, these equations can formally be
solved with the following perturbative expansion [270, 334, 428],

δ̃(k, τ) =
∞
∑

n=1

an(τ)δn(k), θ̃(k, τ) = −H(τ)
∞
∑

n=1

an(τ)θn(k), (40)

where only the fastest growing mode is taken into account. Remarkably it implies
that the PT expansions defined in Eq. (35) are actually expansions with respect to the
linear density field with time independent coefficients. At small a the series are domi-
nated by their first term, and since θ1(k) = δ1(k) from the continuity equation, δ1(k)
completely characterizes the linear fluctuations.

The equations of motion, Eqs. (37-38) determine δn(k) and θn(k) in terms of the
linear fluctuations to be:

δn(k) =

∫

d3q1 . . .

∫

d3qn δD(k− q1...n)Fn(q1, . . . ,qn)δ1(q1) . . . δ1(qn), (41)

θn(k) =

∫

d3q1 . . .

∫

d3qn δD(k− q1...n)Gn(q1, . . . ,qn)δ1(q1) . . . δ1(qn), (42)

where Fn and Gn are homogeneous functions of the wave vectors {q1, . . . ,qn}
with degree zero. They are constructed from the fundamental mode coupling functions
α(k1,k2) and β(k1,k2) according to the recursion relations (n ≥ 2, see [270, 334]
for a derivation):

Fn(q1, . . . ,qn) =
n−1
∑

m=1

Gm(q1, . . . ,qm)

(2n+ 3)(n− 1)

[

(2n+ 1)α(k1,k2)Fn−m(qm+1, . . . ,qn)

+2β(k1,k2)Gn−m(qm+1, . . . ,qn)
]

, (43)
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Single-flow	equa:ons	+	perturba:ve	expansion	yield	the	density	at	order	n	:

	or	any	other	N>2-point	correla:on	func:on:

h�(k)�(k0)i = P (k)�D(k + k0)

…

contribu=on	to	the	3-pt	func=on	
(bispectrum)

contribu=on	
to	the	5-pt		
correla=on		
func=on
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Power	spectrum	 2-pt	correla:on	func:on	

Taruya, Bernardeau, Nishimichi, Codis ’12

simulations
simulations

Perturba:on	Theory
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Bispectrum

Tellarini+16

~r1

~r1 ~r2

✓

✓

⇠3(~r1,~r2) = ⇠3(r1, r2, ✓)

⇠3(r1, r2) = h�(0)�(r1)�(r2)i
B(k1,k2,k3)�D(k1 + k2 + k3) = h�(k1)�(k2)�(k3)i

0	for	GRF	
tree-order	PT=

For	late-:me	galaxy	clustering,	it	allows	to:	
-measure	the	bias	parameters	
-measure	primordial	non-gaussiani:es

BOSS
Gil-Marin+16

2P (k1)P (k2)F2(k1,k2) + cyc.
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The feature of spherical collapse leads to 
analytic predictions in the mildly non-

linear regime @ few percent level until 
σ2~1!!
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Par=e	II	:	Topologie



• independent	from	bias	(M/L	ra:o)	

• easier	to	measure	in	the	data	(less	sensi:ve	to	masks,...),	more	robust

Alterna:ve	to	the	usual	use	of	N-point	correla:on	func:ons	/	poly-spectra,...	which	is	:

28

Because	topology	is	about	shapes,	connec:vity,	holes,...		and	is	invariant	under	con)nuous	
deforma:on	(stretching,	twis:ng,	bending...).

	Topological	es:mators
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Topology	of	excursion	sets
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Topology	of	excursion	sets



topological	es:mators?
➢Minkowski	func=onals	(topological	invariants):	

Study of excursions

30

g=0 g=1 g=2

d+1	MFs	in	d	dimensions.	
Mathema:cal	genus	in	2D	=	number	of	handles/holes	(max	number	
of	culngs	along	closed	curves	without	disconnec:ng	the	surface)
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➢Minkowski	func=onals	(topological	invariants):	

Study of excursions

30

g=0 g=1 g=2

In	ND,	we	define	the	Euler-Poincaré	characteris=c	(in	2D,	=2-2g)	as	
the	alterna:ng	sum	of	Bel	numbers:

� =
X

i

(�1)ibi

where	bi	is	its	rank	of	the	i-th	homology	group	(b0=number	of	
connected	components,	b1=circular	holes,	b2=cavi:es,…).	
Gauss-Bonnet	theorem:	χ	is	the	integral	of	the	Gaussian	curvature	
Morse	theory	:	it	is	the	alterna:ng	sum	of	extrema.	

The	Euler	characteris:c	obeys:	addi=vity,	mo=on	invariance	and	
condi=onal	con=nuity,	it	is	one	of	the	MF.	
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➢Minkowski	func=onals	(topological	invariants):	

Study of excursions

31

d+1	MFs	in	d	dimensions:	
-Euler-Poincaré	characteris:c	
and??	
in	2D:	length	of	isocontour	+	encompassed	volume	
in	3D:	surface	of	isocontour+encompassed	volume+integrated	mean	
curvature

extrema 
counts

upcrossing 
minima=+1

upcrossing 
maxima=-1

Euler characteristics
 (related to genus) 

area/length of isocontours

geometrical	es:mators?
➢cri=cal	sets:	
peak/saddle/void	counts	
length	of	filaments	
surface	of	walls	
…	 skeleton
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in	3D:	surface	of	isocontour+encompassed	volume+integrated	mean	
curvature

extrema 
counts

upcrossing 
minima=+1

upcrossing 
maxima=-1

Euler characteristics
 (related to genus) 

area/length of isocontours

geometrical	es:mators?
➢cri=cal	sets:	
peak/saddle/void	counts	
length	of	filaments	
surface	of	walls	
…	 skeleton



2.1	From	topology	to	
cumulants

2.2	From	cumulants	to	
D(z)

2.3	From	D(z)	to	equa:on		
of	state	of	Dark	Energy
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P (x, xi, xij)

Joint PDF of the field
Let us think about such properties of random fields as Euler characteristic 
(genus), density of extrema, ... Their computation requires the knowledge of the 
joint PDF :

of the field     and its first       and second        derivatives.x xi xij

from ideas in BBKS' 86
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hncriti =
Z

dxd3xi d6xijP (x, xi, xij)| detxij |�D(xi)

�3D(⌫) / e
�⌫2/2

H2(⌫)

⇥⇥(x� �0⌫)
(⌫)

�3D(⌫) = �
Z

P (x, xi, xij)�D(xi) detxij⇥(x� �0⌫)

Minkowski functionals (Euler characteristic[genus] in 3 and 2D, area/length of 
isocontours, contour crossings), extrema counts, skeleton length, etc are then obtained 
by integration of the JPDF. For instance, the critical pt density and the 3D Euler 
characteristic read :

Those integrations can in principle be computed for any PDF.

the trick: use the invariants of the field (   ,     ,             ,              ,...)!x x2
i tr(xij) det(xij)

5=10-5 in r-space
8=10-2 in z-space

The result for the Gaussian 3D Euler characteristic is:

P (x, xi, xij)

Let us think about such properties of random fields as Euler characteristic 
(genus), density of extrema, ... Their computation requires the knowledge of the 
joint PDF :

of the field     and its first       and second        derivatives.x xi xij

Gaussian JPDF from ideas in BBKS' 86

34



Non-Gaussian expansion see also Pogosyan’ 00

How to go beyond Gaussianity?

P (x, xi, xij)

Let us think about such properties of random fields as Euler characteristic 
(genus), density of extrema, ... Their computation requires the knowledge of the 
joint PDF :

of the field     and its first       and second        derivatives.x xi xij
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Non-Gaussian expansion

]

Gram-Charlier expansion (analogous to the Taylor expansion for PDF):
The moment expansion of the general JPDF P(x) around a Gaussian PDF G(x) is 
an Hermite expansion:

where Hermite polynomials are polynomials of order n in x, orthogonal wrt the 
Gaussian kernel G.

to all order in non gaussianityP (x) = G(x)

"
1 +

1X

n=3

1
n!

hxniGC Hn(x)

#

The same kind of expansion holds for                                 P (x, xi, xij)

see also Pogosyan’ 00

How to go beyond Gaussianity?

P (x, xi, xij)

Let us think about such properties of random fields as Euler characteristic 
(genus), density of extrema, ... Their computation requires the knowledge of the 
joint PDF :

of the field     and its first       and second        derivatives.x xi xij
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�3D(⌫) = �
Z

P (x, xi, xij)�D(xi) detxij⇥(x� �0⌫)

Minkowski functionals (Euler characteristic[genus] in 3 and 2D, area/length of 
isocontours, contour crossings), extrema counts, skeleton length, etc are then obtained 
by integration of the JPDF. For instance, the 3D Euler characteristic reads :

Those integrations can in principle be computed to all orders in non-Gaussianity.

generalizing the result of Matsubara‘96 (Gaussian term) to all orders in non-Gaussianity.

Non-Gaussian Minkowski functionals & extrema counts in redshift space 27

in Matsubara (1996)). In an anisotropic space, this surface integral is found to be:
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, (B6)

where we use the convention (�2)!/(�1)! = �1/2. Equation B4 and Equation B6 were checked to be equivalent up to at least
n = 4 using some complicated relations between cumulants (which once again can be established with some integrations by
parts) assuming that everything vanishes at infinity (in particular �3D(�1) = 0). Note in particular that in this expression
⇠, Q

2 and ⌥ do not appear anymore.

APPENDIX C: PERTURBATION THEORY IN REDSHIFT SPACE

C1 Predicted cumulants with the improved streaming model

Following (Scoccimarro 2004) let us now use a model for the power spectrum in redshift space where “finger of god” effect is
taken into account through a damping factor which can be Gaussian or Lorentzian and which depends on a constant pairwise
velocity dispersion �v:

Ps(k, µ) = DFoG(fkµ�v)⇥
ˆ
P��(k) + 2fµ

2
P�✓(k) + f

2
µ

4
P✓✓(k)

˜
, (C1)

where one-loop PT power spectra are given by:

P��(k) = P (k) + 2

ˆ
d3q [F2(k� q,q)]2 P (q)P (|k� q|) + 6P (k)

ˆ
d3qF3(k, q)P (q) , (C2)

P✓✓(k) = P (k) + 2

ˆ
d3q [G2(k� q,q)]2 P (q)P (|k� q|) + 6P (k)

ˆ
d3qG3(k, q)P (q) , (C3)

P�✓(k) = P (k) + 2

ˆ
d3qF2(k� q,q)G2(k� q,q)P (q)P (|k� q|) + 3P (k)

ˆ
d3q [F3(k, q) + G3(k, q)] P (q) , (C4)
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G3(k, q) =
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As for 3 points cumulants (i.e bispectrum) at tree order, in this formalism we only need to compute the same integrals as in
Appendix 5.2 except that we have to include this damping factor.

APPENDIX D: (FNL,GNL) NON GAUSSIAN FIELD TOY MODELS

D1 fnl toy model for the field

Let us describe briefly the toy model used in the main text to validate our predictions for extrema counts and Minkowski
functionals in 2D and 3D. If X is a Gaussian (possibly anisotropic) field with zero mean and variance

˙
X

2
¸

= �
2
0 , let us define

the following non Gaussian field:

X
NG = X +
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�0

`
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2 � �
2
0

´
+
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`
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3 � 3�
2
0X
´

. (D1)

For the purpose of this paper, let us define X as a Kaiser transform of a Gaussian isotropic field, X
G, which can be written

in Fourier space as :

Xk = (1 + fµ
2
k)XG

k , with µk = kk/k. (D2)

Then any Minkowski functional or extrema count of this non Gaussian field can simply be written in terms only of f , fnl

and �’s (or n for a scale invariant powerspectrum). Indeed, one can easily show that the spectral parameters of the non
Gaussian field are the following: �̃
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In 2D, the three point cumulants of the non Gaussian field can also be computed :
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key ingredient: genus (DM)=genus(light) if bias is monotonic!

Moment expansion for NG statistics

The trick: use the invariants of the field (   ,     ,             ,              ,...)
+Gram-Charlier expansion of the JPDF!

x x2
i tr(xij) det(xij) 5=10-5 in r-space

8=10-2 in z-space

We finally get moment expansion for each NG statistics in real space (Gay et al ‘12) 
and in redshift space (Codis et al ‘13) e.g
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Figure 12. Ratio of the reduced coefficients behind the Hermite polynomials in the 3D Euler characteristic at first NG order in redshift
space and in real space for a LCDM power spectrum smoothed over 32Mpc/h. Left panel: coefficient corresponding to H3(⌫). Right
panel: coefficient corresponding to H1(⌫) [� faire une seule figure?]

Figure 13. A slice through the horizon 4⇡ halo catalog at redshift zero without (left panel) and with (right panel) redshift distortion
(along the ordinate). The boxsize is 2 Gpc/h, the slice thickness 40 Mpc/h. The area is 20⇥20 larger than the slice presented in Figure 1.
Each dot represents a halo colour-coded by its mass. Note the clear preferred horizontal elongation of structures in redshift space. [�
this is wrong since boxsize should be physical]
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Figure 14. Left panel: the evolution of the prediction as a function of smoothing as labelled. The field cumulants are measured from
the horizon 4⇡ simulation.
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(along the ordinate). The boxsize is 2 Gpc/h, the slice thickness 40 Mpc/h. The area is 20⇥20 larger than the slice presented in Figure 1.
Each dot represents a halo colour-coded by its mass. Note the clear preferred horizontal elongation of structures in redshift space. [�
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Figure 14. Left panel: the evolution of the prediction as a function of smoothing as labelled. The field cumulants are measured from
the horizon 4⇡ simulation.
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Horizon 4π simulation: 
Critical point Counts
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2008/04/072008/04/07 H. Wozniak (CRAL)H. Wozniak (CRAL) 99

70 billions particles N-body simulation with 140 billions AMR 
cells for a 2 Gpc/h periodic box in a LCDM universe.

We use a new French supercomputer BULL Novascale 3045 
recently commissioned at CCRT (Centre de Calcul
Recherche et Technologie, CEA).

We ran RAMSES in pure N-body mode with 6144 processors 
for 2 months. Starting with a base grid of 40963 cells, we 
used 6 additional level of refinements for a formal resolution 
of 2621443.

Using our light cone, we have computed a full sky 
convergence map for simulating future weak-lensing surveys 
like DUNE or LSST.

6 billions 
light years

13 billions 
light years

4Pi simulation4Pi simulation

40963

2Gpc/h across
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We use a new French supercomputer BULL Novascale 3045 
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Recherche et Technologie, CEA).

We ran RAMSES in pure N-body mode with 6144 processors 
for 2 months. Starting with a base grid of 40963 cells, we 
used 6 additional level of refinements for a formal resolution 
of 2621443.
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cells for a 2 Gpc/h periodic box in a LCDM universe.

We use a new French supercomputer BULL Novascale 3045 
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We ran RAMSES in pure N-body mode with 6144 processors 
for 2 months. Starting with a base grid of 40963 cells, we 
used 6 additional level of refinements for a formal resolution 
of 2621443.
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The integrated moment is then expanded using Wick’s theorem:
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The first term leads to F2(k4,�k4) which vanishes, while the second and third terms are equivalent:
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where we use the notation F�,⇥,⇤(k1,k2) = F�,⇥,⇤(k1,k2,�k1,�k2) (see equation (86) in the main text). Finally, combining
the three terms in equation (F2) gives us the cumulant:
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Equation (F11) is the general expression for the cumulants used in the main text. The appearance of the dependence on the
relative orientation of the wave vectors k1 and k2 in the filter factor W (|k1 + k2|R) is the source of most of the complexity
of the theory and, in some sense, the essence of perturbation theory. It reflects the fact that the nonlinear field, smoothed at
radius R, is not determined solely by the average quantities at this radius, but also but what happens at shorter scales. For
Gaussian filtering, the filter function can be expanded in Legendre series with respect to k1 · k2 (Lokas et al. 1994):
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Then, F�,⇥,⇤ can be decomposed on the basis of the Legendre polynomials and the integration over the angles then just
requires the orthogonality relation of the Legendre polynomials:ˆ 1

�1

dxPm(x)Pn(x) =
2

2m + 1
�m,n. (F13)

It also means that in practice, one does not need Legendre polynomials of order higher than the degree of the integrated term
(here, 2 from F2 plus the number of derivatives) and can truncate the expansion. The result is an integral of Bessel functions,
which can be expressed using hypergeometric functions. The results for all the independent third order cumulants is given in
Appendix F2.

F2 Gaussian filtered scale invariant geometric cumulants

Using the above defined procedure, the cumulants can be computed for a Gaussian filter. For a scale-invariant power-
spectrum of index n (called ns in the main text), the results can be analytically expressed using the hypergeometric function
2F1(a, b, c, x). For example, the result for the skewness is already known (Lokas et al. 1994):
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Equation (F11) is the general expression for the cumulants used in the main text. The appearance of the dependence on the
relative orientation of the wave vectors k1 and k2 in the filter factor W (|k1 + k2|R) is the source of most of the complexity
of the theory and, in some sense, the essence of perturbation theory. It reflects the fact that the nonlinear field, smoothed at
radius R, is not determined solely by the average quantities at this radius, but also but what happens at shorter scales. For
Gaussian filtering, the filter function can be expanded in Legendre series with respect to k1 · k2 (Lokas et al. 1994):
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It also means that in practice, one does not need Legendre polynomials of order higher than the degree of the integrated term
(here, 2 from F2 plus the number of derivatives) and can truncate the expansion. The result is an integral of Bessel functions,
which can be expressed using hypergeometric functions. The results for all the independent third order cumulants is given in
Appendix F2.

F2 Gaussian filtered scale invariant geometric cumulants

Using the above defined procedure, the cumulants can be computed for a Gaussian filter. For a scale-invariant power-
spectrum of index n (called ns in the main text), the results can be analytically expressed using the hypergeometric function
2F1(a, b, c, x). For example, the result for the skewness is already known (Lokas et al. 1994):

1
⇤
⇥x3⇤ = 3 2F1

„
3 + n

2
,
3 + n

2
,
3
2
,
1
4

«
� 1

7
(8 + 7n) 2F1

„
3 + n

2
,
3 + n

2
,
5
2
,
1
4

«
. (F14)

Proceeding the same way with the cumulants involving derivatives of the field yields:

1
⇤
⇥xx1

2⇤ =
4(48 + 62n + 21n2)

21n2 2F1

„
3 + n

2
,
3 + n

2
,
3
2
,
1
4

«
� 6(3 + n)(8 + 7n)

21n2 2F1

„
3 + n

2
,
5 + n

2
,
3
2
,
1
4

«
, (F15)

1
⇤
⇥xx11

2⇤ = �4(30720 + 51456n + 37092n2 + 13828n3 + 2579n4 + 189n5)
35n2(2 + n)2(4 + n)2(5 + n)2

 
(4 + 2n) 2F1

„
3 + n

2
,
3 + n

2
,�1

2
,
1
4

«

+ 3 2F1

„
3 + n

2
,
5 + n

2
,�1

2
,
1
4

«!
+

3(3840 + 5016n + 2748n2 + 693n3 + 63n4)
35n2(2 + n)(4 + n)(5 + n)(6 + n)

 
3 2F1

„
3 + n

2
,
7 + n

2
,�1

2
,
1
4

«
+ n 2F1

„
3 + n

2
,
7 + n

2
,
1
2
,
1
4

«!
, (F16)

c� 0000 RAS, MNRAS 000, 000–000

1
�

⌦
x3

↵
=

34
7

=) 1
�

⌦
xx2

1

↵
=

34
7

2
32

n= -3   :

3pt field- gradient cumulant

38 C. Gay, C. Pichon and D. Pogosyan

The integrated moment is then expanded using Wick’s theorem:
D
�(1)(k1)�(1)(k2)�(1)(k4)�(1)(k5)

E
=
D
�(1)(k1)�(1)(k2)

ED
�(1)(k4)�(1)(k5)

E
+

D
�(1)(k1)�(1)(k4)

ED
�(1)(k2)�(1)(k5)

E
+
D
�(1)(k1)�(1)(k5)

ED
�(1)(k2)�(1)(k4)

E
. (F8)

The first term leads to F2(k4,�k4) which vanishes, while the second and third terms are equivalent:

I = 2

ˆ
d3k1d3k2d3k4d3k5F�,⇥,⇤(k1,k2,k4,k5)�D(k1 + k4)P (k1)�

D(k2 + k5)P (k2). (F9)

Integrating over k4 and k5 gives:

I = 2

ˆ
d3k1d3k2F�,⇥,⇤(k1,k2)P (k1)P (k2) , (F10)

where we use the notation F�,⇥,⇤(k1,k2) = F�,⇥,⇤(k1,k2,�k1,�k2) (see equation (86) in the main text). Finally, combining
the three terms in equation (F2) gives us the cumulant:
D
(⌅�1

1 ⌅�2
2 ⌅�3

3 �) (⌅⇥1
1 ⌅⇥2

2 ⌅⇥3
3 �) (⌅⇤1

1 ⌅⇤2
2 ⌅⇤3

3 �)
E

= 2

ˆ
d3k1d3k2 (F�,⇥,⇤(k1,k2) + F⇥,⇤,�(k1,k2) + F⇤,�,⇥(k1,k2)) P (k1)P (k2).

Let us now take into account the smoothing of the field over a scale, R; the cumulants become:

2

ˆ
d3k1d3k2 [F�,⇥,⇤(k1,k2) + F⇥,⇤,�(k1,k2) + F⇤,�,⇥(k1,k2)] P (k1)P (k2)W (k1R)W (k2R)W (|k1 + k2|R) . (F11)
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requires the orthogonality relation of the Legendre polynomials:ˆ 1

�1

dxPm(x)Pn(x) =
2

2m + 1
�m,n. (F13)

It also means that in practice, one does not need Legendre polynomials of order higher than the degree of the integrated term
(here, 2 from F2 plus the number of derivatives) and can truncate the expansion. The result is an integral of Bessel functions,
which can be expressed using hypergeometric functions. The results for all the independent third order cumulants is given in
Appendix F2.

F2 Gaussian filtered scale invariant geometric cumulants

Using the above defined procedure, the cumulants can be computed for a Gaussian filter. For a scale-invariant power-
spectrum of index n (called ns in the main text), the results can be analytically expressed using the hypergeometric function
2F1(a, b, c, x). For example, the result for the skewness is already known (Lokas et al. 1994):
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Proceeding the same way with the cumulants involving derivatives of the field yields:
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Generalized geometrical Sn

We can express the invariant cumulants in terms of σ ( hence D(z) )
through Perturbation theory

Remember, we have analytical predictions e.g. 

Non-Gaussian Minkowski functionals & extrema counts in redshift space 27

in Matsubara (1996)). In an anisotropic space, this surface integral is found to be:
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where we use the convention (�2)!/(�1)! = �1/2. Equation B4 and Equation B6 were checked to be equivalent up to at least
n = 4 using some complicated relations between cumulants (which once again can be established with some integrations by
parts) assuming that everything vanishes at infinity (in particular �3D(�1) = 0). Note in particular that in this expression
⇠, Q

2 and ⌥ do not appear anymore.

APPENDIX C: PERTURBATION THEORY IN REDSHIFT SPACE

C1 Predicted cumulants with the improved streaming model

Following (Scoccimarro 2004) let us now use a model for the power spectrum in redshift space where “finger of god” effect is
taken into account through a damping factor which can be Gaussian or Lorentzian and which depends on a constant pairwise
velocity dispersion �v:

Ps(k, µ) = DFoG(fkµ�v)⇥
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2
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4
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where one-loop PT power spectra are given by:
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As for 3 points cumulants (i.e bispectrum) at tree order, in this formalism we only need to compute the same integrals as in
Appendix 5.2 except that we have to include this damping factor.

APPENDIX D: (FNL,GNL) NON GAUSSIAN FIELD TOY MODELS

D1 fnl toy model for the field

Let us describe briefly the toy model used in the main text to validate our predictions for extrema counts and Minkowski
functionals in 2D and 3D. If X is a Gaussian (possibly anisotropic) field with zero mean and variance
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For the purpose of this paper, let us define X as a Kaiser transform of a Gaussian isotropic field, X
G, which can be written

in Fourier space as :
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Then any Minkowski functional or extrema count of this non Gaussian field can simply be written in terms only of f , fnl

and �’s (or n for a scale invariant powerspectrum). Indeed, one can easily show that the spectral parameters of the non
Gaussian field are the following: �̃
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In 2D, the three point cumulants of the non Gaussian field can also be computed :
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that depend on generalized S3 times σ at first order i.e some numbers times σ
where σ =σDM(z)=D(z)σ0

generalized S3:

predicted from PT
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2.1	From	topology	to	
cumulants

2.2	From	cumulants	to	
D(z)

2.3	From	D(z)	to	equa:on		
of	state	of	Dark	Energy
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Figure 10. Left: D(a) versus a for the pseudo data together with a bundle of models with di�erent values of w0 and wa; right: one,
two, three, four and five sigmas likelihood contour in the (w0, wa) plane for a one quarter sky experiment (consistent with a significant
fraction of the number of clusters found in the CFHT-LS wide survey) leading to a 2 % Gaussian relative error on D(a) for 40 bins in a
between 0.1 and 1. The red and blue dots correspond to the recovered most likely solution and the input value. For such an experiment,
5 % on w0 and 10 % on wa seems achievable.

appear in the Gram-Charlier expansion from non-linear gravitational dynamics. We can therefore predict the evolution of

quantities such as the Euler characteristic, the density of extrema and the di�erential length of the skeleton as a function of

r.m.s of the cosmic density field. The evolution of these critical sets can thus be related to the evolution of the underlying dark

matter field. This connection is achieved via the gravitational distortion of quantities which can be measured independently

of any monotonic bias. We have sketched a possible dark energy experiment based on the statistical analysis of these critical

sets in order to constrain its equation of state, which in the very idealized regime we investigated, seems promising.

Possible extension of this work beyond the scope of this paper involve i) implementing the dark energy estimation of

section 4.2.4 first on realistic mock catalogs extracted from large scale simulations such as Teyssier et al. (2008), and eventually

on the above cited surveys, while accounting for incomplete, magnitude limited samples and modeling the corresponding biases;

one remaining task would be to demonstrate that the statistical analysis of geometrical critical sets can be competitive in

practice to constrain this equation of state, compared to e.g. weak lensing (Kaiser 1998; Bridle & King 2007; Refregier et al.

2010; Pichon et al. 2009) or Baryonic acoustic oscillations probes (Zunckel et al. 2011); ii) deriving the invariant JPDF for

higher order derivatives and/or anti-derivatives (e.g. to link geometry to the kinematic of the flow along filaments), or for

fields of higher dimensions (e.g. to study the saddle points of high dimensions landscapes), following the tracks presented in

Pogosyan et al. (2009); iii) extending the theory of critical sets to walls and manifolds of higher dimensions; iv) exploring

the implication of the departure from a Gaussian JPDF on other statistics, such as the mean connectivity of the peaks of

the cosmic web, following Pichon et al. (2010); v) implementing second order PT, or the so-called renormalized perturbation

theory (Crocce & Scoccimarro 2006) in order to extend the domain of applicability of these asymptotic expansions, and

possibly build a generalized stable clustering model for our cumulants. vi) extending the formalism to N-points statistics, e.g.

to investigate the non-Gaussian correlation of peaks, or non-Gaussian count-in-cells.
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Figure 9. Fitting � using the Gram-Charlier and the perturbation theory results, for the minima distribution (top left), the pancake-type
saddle points distribution (top middle), the filament-type saddle points distribution (top right), the maxima distribution (bottom left),
the Euler characteristic (bottom middle) and the skeleton length (bottom right), to a set of 2563, ns = �1 scale-invariant simulation
smoothed over R = 20 pixels (which corresponds to approximately 230 maxima) for the larger and lighter contours and R = 10 pixels
(1800 maxima) for the small and darker ones. The skeleton is smoothed only for R = 20 to ensure su⇥cient smoothness. The shaded area
corresponds to one standard deviation (computed from 25 simulations). Note that the critical sets which are most sensitive to the higher
thresholds tend to depart from the non-Gaussian linear correction earlier, which is expected in the context of gravitational clustering.

scale with redshift, R(z), in such a way as to ensure a level of non-linearity near ⇥(z) ⇥ 0.1 may help the reconstruction of
D(z). Note finally and importantly that the overall spread in the measured ⇥̂ reflects cosmic variance and could be reduced in
proportion to the square root of the volume of the survey, following equation (88). For instance, a naive extrapolation of the
cluster CFHTLS Wide counts10 (Durret et al. 2011) to a full sky experiment with 40 bins of redshift below z = 1.15 would
yield a noise-to-signal ratio of 1% per bin for D(z) using the Euler characteristic alone.

Let us now briefly discuss how these very idealized measurements can be extrapolated to anticipate the accuracy of a
dark energy experiment based on critical sets. A dark energy probe may directly attempt to estimate the so-called equation of
state parameters (wa, w0) from these critical sets while relying on the cosmic model for the growth rate (Blake & Glazebrook
2003),

D(z|w0, wa) =
5�0H

2
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2
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0

da�

a�3H3(a�)
, H2(a) = H2

0

»
�0

a3
+ �� exp

„
3

ˆ z

0

1 + w(z�)
1 + z� dz�

«–
, (89)

with �m, �� and H0 resp. the dark matter and dark energy densities and the Hubble constant at redshift z = 0, a � 1/(1+z)

the expansion factor, and with the equation of state w(z) = w0 + waz/(1 + z). Given equations (83) and (89), optimizing the
probability of observing all counts at all redshifts with respect to (wa, w0) yields a maximum likelihood estimate for the dark
energy equation of state parameters11:

(ŵ0, ŵa) = arg max
w0,wa

8
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10 http://www.astromatic.net/iip/w1.html
11 Here we assume for simplicity that the di�erent counts are uncorrelated; an improvement would be to use multinomial statistics.
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Figure 9. Fitting � using the Gram-Charlier and the perturbation theory results, for the minima distribution (top left), the pancake-type
saddle points distribution (top middle), the filament-type saddle points distribution (top right), the maxima distribution (bottom left),
the Euler characteristic (bottom middle) and the skeleton length (bottom right), to a set of 2563, ns = �1 scale-invariant simulation
smoothed over R = 20 pixels (which corresponds to approximately 230 maxima) for the larger and lighter contours and R = 10 pixels
(1800 maxima) for the small and darker ones. The skeleton is smoothed only for R = 20 to ensure su⇥cient smoothness. The shaded area
corresponds to one standard deviation (computed from 25 simulations). Note that the critical sets which are most sensitive to the higher
thresholds tend to depart from the non-Gaussian linear correction earlier, which is expected in the context of gravitational clustering.

scale with redshift, R(z), in such a way as to ensure a level of non-linearity near ⇥(z) ⇥ 0.1 may help the reconstruction of
D(z). Note finally and importantly that the overall spread in the measured ⇥̂ reflects cosmic variance and could be reduced in
proportion to the square root of the volume of the survey, following equation (88). For instance, a naive extrapolation of the
cluster CFHTLS Wide counts10 (Durret et al. 2011) to a full sky experiment with 40 bins of redshift below z = 1.15 would
yield a noise-to-signal ratio of 1% per bin for D(z) using the Euler characteristic alone.

Let us now briefly discuss how these very idealized measurements can be extrapolated to anticipate the accuracy of a
dark energy experiment based on critical sets. A dark energy probe may directly attempt to estimate the so-called equation of
state parameters (wa, w0) from these critical sets while relying on the cosmic model for the growth rate (Blake & Glazebrook
2003),
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with �m, �� and H0 resp. the dark matter and dark energy densities and the Hubble constant at redshift z = 0, a � 1/(1+z)

the expansion factor, and with the equation of state w(z) = w0 + waz/(1 + z). Given equations (83) and (89), optimizing the
probability of observing all counts at all redshifts with respect to (wa, w0) yields a maximum likelihood estimate for the dark
energy equation of state parameters11:

(ŵ0, ŵa) = arg max
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10 http://www.astromatic.net/iip/w1.html
11 Here we assume for simplicity that the di�erent counts are uncorrelated; an improvement would be to use multinomial statistics.
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These	sta:s:cs:	

•	can	probe	modifica=on	of	gravity	as	they	can	give	access	to	β=	Ωmγ/b,	

γ≃0.55(GR)	varying	the	orienta:on	of	slices	and	measuring	the	amplitude	of	2D	

genus;	

•	can	probe	dark	energy	through	the	measure	of	σDM=D(z)σ0	(:mes	

«skewness»	which	is	predicted	by	theory).

We	are	able	to	predict	accurately	Minkowski	func=onals	and	extrema	counts	in	
redshif	space	at	large	enough	scale.

Summary	:		What	can	we	learn	from	MFs?
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Upshot:		large	devia=ons	theory	
«	an	unlikely	fluctua:on	is	brought	about	by	the	least	unlikely	

of	all	unlikely	paths»	
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Exponen:al	decay	of	the	probability	of	rare	events	in	some	random	systems.		
Central	Limit	theorem	:	convergence	towards	a	Gaussian…	what	about	the	tails?

Varadhan	1984	
ToucheOe	2009	

Ellis	2009

1.	A	canonic	example:	coin	tossing

Events					=tails=0,						=heads=1	occur	with	probability																												.	
Let’s	repeat	n	:mes	this	experiment:																																																					and	consider	the	
average	number	of	heads:

y1 y2 p1 = p2 = 1/2
w = (w1, . . . , wn) 2 {0, 1}n

When	n	goes	to	infinity,	X	is	expected	to	tend	to	1/2.	
In	mathema:cal	terms,	for	all	non-zero	epsilon,

lim
n!1

P(||X � 1/2|| < ✏)) = 1

lim
n!1

P(||X � x|| < ✏)) = 0 , 8x : ||x� 1/2|| > ✏

This	decay	can	be	shown	to	be	exponen:al:
P(||X � x|| < ✏)) ⇡

n!1
exp(�nIp(x))

where	the	rate	func=on	controls	the	rate	of	exponen=al	decay:

In	par:cular,	the	rate	func:on	is	strictly	posi:ve	except	in	1/2	where	I=0		
so	that	we	observe	a	concentra:on	around	the	mean	for	large	n.	

P
n
(x

)
�

1 n
lo

g
P

n
(x

)

x

x

Ip(x)

ToucheOe	12

Ip(x) = x lnx + (1� x) ln(1� x) + ln 2

X =
Pn

i=1 wi/n

2.	Proper=es 3.	LDP	@	LSS

Large-devia:on	Theory	
what	is	the	most	likely	way	for	an	unlikely	event	to	happen?
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Exponen:al	decay	of	the	probability	of	rare	events	in	some	random	systems.		
Central	Limit	theorem	:	convergence	towards	a	Gaussian…	what	about	the	tails?

a.	The	rate	func:on	is	the	Legendre-Fenchel	transform	of	the	(scaled)	cumulant	genera=ng	func=on

This	property	comes	from	a	saddle-point	(or	Laplace)	approxima:on	of

exp(n'(�)) ⌘ hexp(n�x)ix =
Z

Pn exp(n�x) ⇡
Z

exp(�nI(x) + n�x)

scaled
In	the	large	n	limit,	the	behaviour	away	from	the	saddle	point	does	not	ma_er!

1.	A	canonic	example:	coin	tossing 2.	Proper=es 3.	LDP	@	LSS
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Varadhan’s 
theorem

'(�) = sup
�

(�x� I(x)) '(�) = lim
n!1

K(n�)
n

where
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⌧2

⌧3

⌧1

Different	ini:al	configura:ons	can	lead	to	the	same	final	state!	What	is	the	most	likely	one?

Bernardeau'	94		
Bernardeau	&	Valageas	'00		

Valageas	'02

Initial conditions Final conditions

Large-devia:on	Theory	
what	is	the	most	likely	ini:al	configura:on	a	final	density	originates	from?

Spherical	symmetry	enforces	this	most	likely	path	to	be	the	so-called	Spherical	Collapse	dynamics:

61

in 3D where J3/2 is the Bessel function of the first kind of index 3/2. The calculation14 of (160)
makes indeed intervene only the second moment and its variation with the smoothing scale so
that Bernardeau (1994a),

h�3
Ric

h�2
Ri2 = 3⌫2 +

d log �
2
R

d log R
(162)

where ⌫2 is directly related to F2 as its angular average,

⌫2 =

Z 1

�1
dµ F2(k1,k2) (163)

(µ is the cos of the angle between k1 and k2). For an Einstein-de Sitter universe we have
3⌫2 = 34/7. Such relation between the spherical collapse dynamics and tree-order cumulant can
actually be generalized to all orders. This is this connexion that we will try to unveil in the
rest of this section. First we need to explore a bit more the specificities of the spherical collapse
solutions.

11.2 The spherical collapse

0.0 0.5 1.0 1.5 2.0
0.0

0.5

1.0

1.5

2.0

r

Ρ N
L
!"r"#

1

Figure 20: Example of evolution of a density profile with the spherical collapse. In blue we
give the linearly evolved profile (linear growing mode)), in red its nonlinear evolution. Given a
density contrast within a radius in the growing mode linear regime ⌧(< r) the subsequent shell
size and density it compasses are entirely determined by the spherical evolution. Example of
such evolutions are given by the blue and red circles.

The spherical collapse does not only give the time within which a spherically symmetric
perturbation collapses, it gives the explicit and exact solution of the nonlinear evolution of the
density field before shell crossing for a wide class of initial fields, those with initial spherical
perturbations. Moreover, the Gauss theorem ensures that the radius evolution of a shell in such
a geometry is entirely determined by the total mass it contains. So let us consider a density
contrast ⌧(< r) within the radius r. Let us call R(⌘) the radius of that same shell during its
nonlinear evolution and ⇢(< R, ⌘) the total density it contains. At an arbitrarily early time
the amount of matter encompassed within such a radius is simply 4⇡/3r

3
⇢(⌘0) and by matter

conservation we have
⇢(< R, ⌘)R3(⌘) = ⇢(⌘0)r3

. (164)

14It is based on the exploitation of summation theorem enjoyed by the Bessel functions, relation 8.530 of
Gradshteyn and Ryzhik (1965).

40

ini:al	
profile

evolved	
profile

⌧ ! ⇢ = ⇣SC(⌧)

r0 ! r = r0⇢
�1/3

This	most	likely	path	can	be	found	for	very	specific	configura:ons	with	sufficient	degree	of	symmetry	
e.g	density	in	concentric	spheres.	In	that	case:

Initial 
conditions
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Large-devia:on	Theory	
in	a	nutshell

LDP	tells	us	how	to	compute	the	cumulant	genera=ng	func=on	from	the	ini:al	condi:ons	
using	the	spherical	collapse	as	the	«	mean	dynamics	»:

The	density	PDF	is	then	obtained	via	an	inverse	Laplace	transform	of	the	CGF

'(�) =
Z

P (⇢) exp(�⇢)$ P (⇢) =
Z ı1

�ı1

d�

2ı⇡
exp(�⇢� '(�))exp

Parameter-free	theory	which	depends	on	cosmology	through	:	the	spherical	collapse	dynamics	
and	the	linear	power	spectrum.	

Predic:ons	are	fully	analy=cal	if	one	applies	the	LDP	to	the	log.	(Uhlemann,	SC’	16)

'({�k}) = sup(�i⇢i � I(⇢i)) Varadhan’s 
theorem
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		inver:ng	the	sta:onary	condi:on	is	not	possible	for	all			!� = I 0(⇢)⚠
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Inversion	can	be	done	only	for	λ<λcI0 (
⇢)

A.	One-cell	density	PDF
1st	step:	compute	the	cumulant	genera:ng	func:on

or	equivalently																																			with	sta:onary	condi:on'(�) = �⇢� I(⇢) � = I 0(⇢)

'(�) = sup
�

(�⇢� I(⇢))

ρ

R
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A.	One-cell	density	PDF
1st	step:	compute	the	cumulant	genera:ng	func:on

or	equivalently																																			with	sta:onary	condi:on'(�) = �⇢� I(⇢) � = I 0(⇢)

'(�) = sup
�

(�⇢� I(⇢))

The	inverse	Laplace	transform	requires	integra:on	into	the	complex	plane:

2nd	step:	compute	the	PDF

at	low	density

λc

Im(λ)

Re(λ)

Numerical	integra:on	AND	analy=cal	approxima:ons	at	low	and	large	densi:es:

branch	cut	provides	asymptote

P(⇢) =

r
I 00(⇢)
2⇡

exp(�I(⇢)) P(⇢) =
3a3/2

4
p

⇡
exp('c � �c⇢)

1
(⇢ + ...)5/2

ρ

R

P(⇢) =
Z +ı1

�ı1

d�

2ı⇡
exp(��⇢ + '(�))
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A.	One-cell	density	PDF
1st	step:	compute	the	cumulant	genera:ng	func:on

or	equivalently																																			with	sta:onary	condi:on'(�) = �⇢� I(⇢) � = I 0(⇢)

'(�) = sup
�

(�⇢� I(⇢))

The	inverse	Laplace	transform	requires	integra:on	into	the	complex	plane:

2nd	step:	compute	the	PDF

P(⇢) =
Z +ı1

�ı1

d�

2ı⇡
exp(��⇢ + '(�))

Numerical	integra:on	technically	done	by	choosing	the	path	of	zero	imaginary	part	

singularities in   -space 

exponential cutoff in   -space ρ

λ

0 2 4 6 8 10 12
10!5

10!4

0.001

0.01

0.1

1

Ρ

Ρ
P!Ρ"

.
Exact
low-density approx
high-density approx, LO
high-density approx, NNLOnumericalanaly=cal

analy=cal

Bernardeau, Pichon, SC 14

ρ

R



Horizon-Run:	3.1	h-1	Gpc		
R	=	10…15	h-1	Mpc

67

One-cell	density	PDF

0 1 2 3 4 5 6
-5

-4

-3

-2

-1

0

ρ=1+δ

Lo
g
P
(ρ
,z
=0
.7
)

σR=0.51

σR=0.36

(Uhlemann,	SC+	16)

Αgreement	even	in	the	mildly	non-linear	
regime	and	in	the	rare	event	tails	of	the	PDF!		

1%	precision	un:l	σ	of	order	unity!
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Same formalism can be used to compute the statistics of cosmic densities in N>1 concentric cells
Introduce	slope	=	possible	proxy	for	peaks	&	voids

B.	Two-cell	PDF

1st	step:	compute	the	cumulant	genera:ng	func:on

or	equivalently																																																								with	sta:onary	condi:on

'(�, µ) = sup
�,µ

(�⇢ + µs� I(⇢, s))

'(�, µ) = �⇢ + µs� I(⇢, s))
(

� = @I(⇢,s)
@⇢

µ = @I(⇢,s)
@s

There	is	a	cri:cal	line	where	the	sta:onary	condi:on	is	singular.⚠

13

reads s > �3⇢, is located beyond this critical line and is
therefore not relevant.

In the regular region, the contour lines of '(�, µ) are
shown on Fig. 5 for both a finite ration �R/R and when
it is infinitely small. This figure explicitly shows in par-
ticular that the limit �R ! 0 is non pathological, in
the sense that the location of the critical line and the ac-
tual value of the cumulant generating function converge
to well defined values. The convergence is however not
very rapid and in practice we will use finite di↵erences
for comparisons with simulations.

FIG. 6: Contour plot of '(�, µ) � �, from the simulation. It
is to be compared with left panel of Fig. 5

Finally, to conclude this subsection we also compare
these contour plots with those measured in simulations.
There, one actually computes the explicit sum

exp['(�, µ)] =
1

Nx

X

x

exp(�⇢̂x + µŝx) , (85)

where ⇢̂x and ŝx are the measured values of ⇢̂ and ŝ in a
cell centered on x (in practice on grid points) and Nx is
the number of points used (see Appendix D for details).
Then '(�, µ) is always well defined, irrespectively of the
values of � and µ. To detect the location of a critical line
one should then rely on the properties it is associated
to. From the analysis of the one cell case it appears that
for � > �c, '(�) is ill defined because

R
P(⇢̂) exp(�⇢̂) d⇢̂

diverges. More precisely when � ! �c the value of '(�)
becomes dominated by the rare event tail. It makes such
a quantity very sensitive to cosmic variance and in prac-
tice the critical line position is therefore associated with
a diverging cosmic variance. In the two-cell case, we en-
counter the same e↵ects. To locate we therefore simply
cut out part of the (� � µ) plane for which the mea-
sured variance of '(�, µ) exceeds a significant fraction of
its measured value. We set this fraction to be 20% [64].
This criterium give rises to the solid line shown on Fig.

6. This figure is now to be compared to the left panel
of Fig. 5. Although the figures are not identical they
clearly exhibit the same patterns.

D. Profile cumulant generating function and PDF

!1.0 !0.5 0.0 0.5 1.0

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

Μ

#
s
!Μ
"

FIG. 7: The profile generating function 's(µ) for finite dif-
ferences, �R/R = 0.1 and �R/R = 0.01, and in the limit
�R/R ! 0. The corresponding curves are respectively in
blue, darker blue and black. The vertical dashed lines show
the locations of the critical points, µ�

c and µ+
c .

When one wishes to build the PDF of ŝ, one needs
to restrict '(�, µ) presented in the previous section to
the � = 0 axis, i.e. focus on 's(µ) ⌘ '(� = 0, µ).
Fig. 6 shows that 's(µ) has two extrema points, one
corresponding to a positive value of µ, µ+

c , and one to
a negative value µ�

c . The resulting global shape of 's(µ)
is shown on Fig. 7, where it is also compared to the re-
sults where �R/R is kept finite. It actually shows that
the limit �R/R is genuine at the level of the cumulant
generating function but is reached for very small values
of �R/R. When predictions are compared with simula-
tions for which slope are measured with finite di↵erences,
it is therefore necessary to use a finite di↵erence �R.

We are now in position to build one-point PDF of the
density profile via the inverse Laplace transform of the
cumulant generating function. It should be clear from
the singular behavior of 's(µ) that it will exhibit expo-
nential cut-o↵s on both sides, for positive and negative
values of ŝ although not a priori in a symmetric way. In
practice, to do the complex plane integration, we build
the function 's(µ) for the actual power spectrum of in-
terest, and then build an e↵ective form ⇣e↵(⌧) that repro-
duces the numerical integration following Eqs. (37)-(38)
as explained in [26]. In practice we use a 7th order poly-
nomial to do the fit. We then proceed via integration
in the complex plane using the usual approach (see Ap-
pendix B). The results for R = 10h�1 Mpc and z = 1.46
and z = 0.97 is presented on the top panel of Fig. 8. The
figure clearly exhibits the expected double cut-o↵s. Dis-
crepancies between numerical results and theory that can

theory																																															

R1

R2
⇢2

⇢1

simula:on	
	for	σ	=	0.51

Bernardeau, Pichon, SC 14

P (⇢1, ⇢2)d⇢1d⇢2 P (⇢, s)d⇢ ds

s = R1
⇢2 � ⇢1

R2 �R1

⇢ = ⇢1

density slope 
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Same formalism can be used to compute the statistics of cosmic densities in N>1 concentric cells
Introduce	slope	=	possible	proxy	for	peaks	&	voids

B.	Two-cell	PDF

R1

R2
⇢2

⇢1

2nd	step:	compute	the	PDF	via	2D	Inverse	Laplace	Transform

P (⇢, s) =
Z i1

�i1
d�

Z i1

�i1
dµ exp(��⇢� µs + '(�, µ))

This is difficult because we need to choose a 2D path in 4D space with lots of the oscillations and 
analytical approximations have a poor range of validity.

P (⇢1, ⇢2)d⇢1d⇢2 P (⇢, s)d⇢ ds

s = R1
⇢2 � ⇢1

R2 �R1

⇢ = ⇢1

density slope 

1st	step:	compute	the	cumulant	genera:ng	func:on

or	equivalently																																																								with	sta:onary	condi:on

'(�, µ) = sup
�,µ

(�⇢ + µs� I(⇢, s))

'(�, µ) = �⇢ + µs� I(⇢, s))
(

� = @I(⇢,s)
@⇢

µ = @I(⇢,s)
@s

Bernardeau, Pichon, SC 14
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Same formalism can be used to compute the statistics of cosmic densities in N>1 concentric cells
Introduce	slope	=	possible	proxy	for	peaks	&	voids

B.	Two-cell	PDF

R1

R2
⇢2

⇢1

2nd	step:	compute	the	PDF	via	2D	Inverse	Laplace	Transform

P (⇢, s) =
Z i1

�i1
d�

Z i1

�i1
dµ exp(��⇢� µs + '(�, µ))

This is difficult because we need to choose a 2D path in 4D space with lots of the oscillations and 
analytical approximations have a poor range of validity.

Apply the large-deviation principle to the log of the density!
This is a simple change of variable but it removes the singularities and provides 
very accurate analytical approximations (almost indistinguishable from the 
numerical integration)!

P (⇢1, ⇢2)d⇢1d⇢2 P (⇢, s)d⇢ ds

s = R1
⇢2 � ⇢1

R2 �R1

⇢ = ⇢1

density slope 

1st	step:	compute	the	cumulant	genera:ng	func:on

or	equivalently																																																								with	sta:onary	condi:on

'(�, µ) = sup
�,µ

(�⇢ + µs� I(⇢, s))

'(�, µ) = �⇢ + µs� I(⇢, s))
(

� = @I(⇢,s)
@⇢

µ = @I(⇢,s)
@s

Bernardeau, Pichon, SC 14
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	Two-cell	PDF

R1

R2
⇢2

⇢1

Bernardeau, SC, Pichon 15

Uhlemann, SC+16

measurements (HR4)

theory
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	Two-cell	PDF:	sta:s:cs	of	the	slope

R1

R2
⇢2

⇢1

Bernardeau, SC, Pichon 15
Uhlemann, SC+ 16

theory

measurements
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s=slope
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g
P
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)

Higher density environments have more negative slopes (peaks!).

ρ>1

ρ<1

z=0.97
ρ>1

ρ<1

z=0.97
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R1

R2
⇢2

⇢1

R1

R2
⇢2

⇢1 R1

R2
⇢2

⇢1

R1

R2
⇢2

⇢1

R1

R2
⇢2

⇢1

Outline	
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	 3.1.	Large	devia:on	principle	(LDP)	

3.2.	Cosmic	PDFs	

3.3.	A	new	cosmological	probe?	



To	get	one-cell	PDF,	one	has	to:

Where	is	the	cosmology	dependence?

spherical collapse dynamics

1)	know	the	rate	func:on	of	the	ini:al	condi:ons	e.g	(Gaussian):

I(⌧(R0)) = �2(Rp)⇥ 1/2⌧(R0)2/�2(R0)

2)	deduce	the	rate	func:on	of	the	final	densi:es	from	the	Contrac:on	Principle

I(⇢) = I(⌧ = ⇣�1(⇢))

where	the	ini:al	variance	is	a	func:on	of	the	linear	power	spectrum

�2(R) =
1

(2⇡)3

Z
d3kPlin(k)W 2

TH
(kR)

3)	compute	CGF	and	then	PDF

P (⇢|⌫, Plin, �NL(R, z))

modification
of gravity

initial statistics
primordial non-Gaussianities

growth of 
structure

dark energy



15,000	square	degrees	
R	=	10	h-1	Mpc	

0.1<z<1 74

SC+16bML	es:mator	for	the	variance

dark energy equation of state
w=w0+(1-a)wa

FoM for a Euclid-like survey
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One-cell	velocity	divergence	PDF

Hahn+15,	velocity	stat	obtained	by	
tessella=on	of	the	DM	sheet

Uhlemann,	SC+	17
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R=10Mpc/h
R=11Mpc/h
R=15Mpc/h

-1 0 1 2 3 4 5
-4

-3

-2

-1

0

θ

Lo
g
P
(θ
)

Uhlemann,	SC+	17

Hahn+15,	velocity	stat	obtained	by	
tessella=on	of	the	DM	sheet

One-cell	velocity	divergence	PDF



15,000	square	degrees	
R	=	10	h-1	Mpc	

0.1<z<1 77

Use	velocity	PDF	for	cosmology

P(δ)

P(θ)

Here	the	rest	of	the	cosmology	is	fixed…

✓SC = f(⌦m)⌫(1� ⇢1/⌫)

Uhlemann,	SC+	17



How	to	deal	with	biased	tracers? Uhlemann, Feix, SC+,17

Halo	bias	can	be	accounted	for	and	marginalised	over	for	cosmological	experiments…

bias function
cumulative PDF

cumulative PDF fit

scatter plot fit

0 1 2 3 4

0

2

4

6

8

ρm

ρ h

PDF Log10(�(ρm,ρh)) at z=0., R=15

-2 -1 0 1 2
ρm-ρm(ρh)

We	use	a	quadra:c	log	bias	model:

log ⇢m = b0 + �1� log ⇢h + �2� log2 ⇢h



How	to	deal	with	biased	tracers? Uhlemann, Feix, SC+,17

Halo	bias	can	be	accounted	for	and	marginalised	over	for	cosmological	experiments…
We	use	a	quadra:c	log	bias	model:

log ⇢m = b0 + �1� log ⇢h + �2� log2 ⇢h
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How	to	deal	with	biased	tracers? Uhlemann, Feix, SC+,17

Halo	bias	can	be	accounted	for	and	marginalised	over	for	cosmological	experiments…
We	use	a	quadra:c	log	bias	model:

log ⇢m = b0 + �1� log ⇢h + �2� log2 ⇢h
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=b1 =b2
Measuring	the	PDF	then	allows	to	constrain	σ	and	the	bias	parameters:

DEGENERATE!



How	to	deal	with	biased	tracers? Uhlemann, Feix, SC+,17

Halo	bias	can	be	accounted	for	and	marginalised	over	for	cosmological	experiments…
We	use	a	quadra:c	log	bias	model:

log ⇢m = b0 + �1� log ⇢h + �2� log2 ⇢h

=b1 =b2
Measuring	the	PDF	then	allows	to	constrain	σ	and	the	bias	parameters:

+	2pt	PDF
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106	spheres
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Large	devia=on	principle:	
an	unlikely	fluctuaRon	is	brought	about	by		
the	least	unlikely	of	all	unlikely	paths.	
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Conclusion:		
Mul=-scale	densi=es	PDF	can	be	predicted	in	the	mildly	non-linear	regime	with	
surprising	accuracy	e.g	<1%	on	P(ρ)	for	σ=Ο(1)	even	in	the	rare	event	tails,		
thanks	to	large	devia=ons	theory.	

Predic=ons	are	fully	analy=cal	and	explicitly	cosmology-dependent!	

We	can	have	a	model	for	biased	tracers	of	the	density,	veloci=es,	2pt	stat	and		
(in	progress)	cosmic	shear	maps.
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Exercice	1:	PDF	du	champ	de	densité	cosmique

-Mesurer	la	PDF	de	la	densité	aux	trois	redshiSs	proposés.	
-Comparer	à	une	Gaussienne,	un	développement	de	Edgeworth	tronqué	à	n=3	puis	n=4.	On	
u:lisera	ici	deux	méthodes:	les	cumulants	mesurés	et	les	cumulants	à	l’ordre	des	arbres	
-U:liser	le	code	LSSFast	pour	calculer	la	prédic:on	dans	le	régime	de	grande	dévia:on	et	
comparer	le	résultat	à	la	mesure	et	au	développement	de	Edgeworth.

Exercice	2:	Topologie

-Ecrire	la	PDF	jointe	d’un	champ	Gaussien	aléatoire	2D	δ	et	de	ses	derivées	premières	et	
secondes.	
-Trouver	quelles	combinaisons	lineaires	des	variables	sont	décorrélées.		
-Ecrire	le	developpement	de	Gram-Charlier	dans	ces	variables	
-Calculer	le	genus	2D	Gaussien	
-Calculer	sa	premiere	correc:on	non-Gaussienne

Sta=s=ques	d’ordre	supérieur	:	TD	


