
Shearing-Patch Sampling Applied to the Lyman-� Cloud/Intercloud MediumJ. W. Wadsley and J. R. BondCanadian Institute for Theoretical Astrophysics and Department of Astronomy, University of Toronto,McLennan Physical Laboratories, Toronto, ONT M5S 1A1, CanadaABSTRACTAs an alternative to computing large-scale simulations of cosmic structure formation in everlarger periodic boxes, we design a relatively small set of modest sample patches constrainedto have bulk physical properties which characterize the main statistical variations from sampleto sample. Statistical quantities computed for each simulated patch are combined using Bayestheorem, with this importance sampling ending when a required accuracy is achieved. Wehave found that patch-smoothed shear values, spanning the range from void-like to overdenseregions, are excellent control parameters for the constrained bulk properties, de�ning \shearingpatches". It is essential to ensure that the mass resolution scale be small enough to capturethe essential physics, and that the patches be large enough to avoid extreme tidal distortionover the redshift range of interest. Long wavelengths and tidal forces must be properly includedfor each shearing patch simulated. An advantage of this technique is that it can be naturally\parallel by shell". We developed a fast and accurate TreePM-SPH code with low memory costwhich allow us to evolve shearing patches with strong tides in single processors, with cross-talkonly occurring at the post-processing level of the statistical quantities of interest, a radicalcompression of the patch information. Long waves are incorporated by optimally samplingk-space out to arbitratily large scales, and simulating non-periodically with multiple particlemasses and linearly evolved external tides. We demonstrate the technique for the Lyman-�forest, using a set of modest simulations resolving the essential Jeans scale (0.1 Mpc). Theresulting dynamic patches combine to match the observed Lyman-� absorber column densitycharacteristics including the sharp change in dn=dNHI slope at NHI � 1014 cm�2. Exploringthe Cosmic Web structures producing the QSO absorption features we �nd a strong associationbetween NHI >� 1014:5 cm�2 absorbers and dwarf galaxies.1. IntroductionIt is natural to use the relative strengths of the two paths to statistical predictions of the propertieslarge scale structure and collapsed objects, numerical simulation and semi-analytical methods. Simulationsare growing ever larger in size with the advent of massively parallel codes, allow complex physical processesto be explictly modelled, but are still constrained by the competing demands of resolution on small scalesand size of the region simulated on large scales. Analytical methods, such as the peak patch technique(section 2.1) and the less physical extended Press-Schecter method, are faster by orders of magnitude,can simultaneously treat small and large scales, can have complex non-linear processes \painted on"their halos, but are inevitably more imprecise and subjective. Combining the two have led us to developa general method to incorporate high resolution simulations into the patch framework (section 3, andBond and Wadsley 1996, 1997, Bond, Kofman, Pogosyan and Wadsley 1998) which we call \ImportanceSampling" because of similarities with adaptive Monte Carlo integration methods. Patches to be simulatedare chosen to well-sample the analytically-determined statistical distribution of essential parameters



{ 2 {characterizing certain smoothed properties of the patches. We can explicitly include rare peaks and voidswithout having to realize the enormous volume it might require to sample one of these regions by chance.Statistically-combined results derived from the small volumes are equivalent to those that could only beobtained with a large scale simulation having extraordinary adaptive re�nement. Our primary workhorsefor the application we use to illustrate the technique here, the computationally-demanding QSO absorptionsystem (section 4), is a serial TreePM-SPH code (section 3.3) we developed speci�cally to enable simulationsin this mode.The success of the Press & Schechter (1974) ansatz for the mass function of collapsed objects led to arange of successors with stronger physical motivation and wider range of applicability (eg. Bardeen, Bond,Kaiser & Szalay 1986, hereafter BBKS, Bower 1991, Lacey & Cole 1993). The full potential of the BBKSpeaks formalism was realized in the \peak-patch" picture of Bond & Myers 1996 (hereafter BM, section 2.1),in which adaptive spatial information on both small and large scales was used to construct collapsed objectcatalogues. BM emphasized the fundamental role that the patch-smoothed tidal (or shear) tensor plays inthe collapse dynamics. The peak-patches were de�ned to be the regions about the peaks in which all threeaxes in a homogeneous ellipsoid approximation to the dynamics had just collapsed at the target redshift.Bulk properties like mass, binding energy, velocity and shear for the patches followed, and accorded wellwith the halos found in N-body calculations, as did their spatial distributions. The Cosmic Web paradigmof Bond, Kofman & Pogosyan 1996 (hereafter BKP) showed the ubiquitous �laments pervading large scalestructure simulations were the natural correlated structures bridging the peak-patches, with membranesthe inter�lamentary bridges. Voids are in the residual space but can also be associated with void-patcheswhose dynamics are the opposite to peaks. BKP emphasized the fundamental role that patch-smoothedshear alignments play in the interconnected web structures.The peak-patch/web combination provides a powerful language for understanding how the basicstructural elements in the universe would evolve from an initially Gaussian random density �eld, with thepattern at a given redshift re
ecting the nature of the density power spectrum in a band of wavenumbersstraddling the nonlinear scale at that epoch. For hierarchical models such as the Gaussian adiabatic �CDMones which we predominantly use for illustration here, the power spectrum in this nonlinear band is steeperat low redshift, 
atter at high. At z � 0� 1 the massive (rare) peak-patches with density contrasts �>� 100are clusters, and the �laments are reasonably slim ribbons. The massive patches are galaxies at z � 2� 4and dwarf galaxies at z �> 3), with the higher redshift �laments being progressively wider. This is theregime of relevance for the Lyman alpha forest that we use as our illustrative application. BKP showedtypical �laments bridging massive peaks have � � 5� 10 �laments, with smaller scale �laments within thelarger scale ones bridging smaller dwarf galaxies. Tenuous membranes with �<� 2 span �laments.Figure 1 is a pictorial representation of the peak-patch/cosmic web hierarchy of issues of relevance toour semi-analytic and large scale computational e�orts applied to the Lyman alpha forest regime (x 2).Panel (a) is a peak-patch realization of the distribution of halos with velocity dispersion vrms > 90 km s�1over the redshift range 2.8 to 3.5. This large region of space was tiled with 40 Mpc (comoving) boxes, butall waves were included up to and beyond the longest scales shown, using methods described in x 2. Fig. 2shows that the galactic peaks with vrms �> 200 km s�1 are relatively rare at z � 3 and quite clustered. Theclustering is still evident in the 90 km s�1 dwarf galaxy peaks, which play an important role at the juncturesof the larger �laments in the Lyman-� forest. The much more common 30 km s�1 \dwar
et" mini-halosdot the �lamentary bridges between the 90 km s�1 halos. The large scale modes so clearly apparent in theclustering of these peaks cannot be ignored if one wishes for accuracy in any statistical sampling of themedium.



{ 3 {Although we �nd the near-�eld gas associated with these contribute signi�cantly to theNHI �> 1014 cm�2QSO absorption column density distribution, the extended uncollapsed gas too hot to be in the ubiquitousdark matter halos of even smaller mass dominate at NHI �< 1014 cm�2.Panel (b) in �gure 1 zooms in on a subregion of a typical 40 Mpc tile.shows a peak patch realization of a region the same size as a single 40 Mpc tile in the long line of sightof panel (a), with the largest objects equivalent to large galaxies (vrms > 200 km/s). Each peak has a largeellipse comparable to the initial Lagrangian volume with a much smaller sphere inside comparable to thesize of the virialized collapsed object. The structure in a given volume is de�ned by the position, size andorientation of the peak-patches thus �eld realizations constrained to have interesting multiple peak/voidstructures can be used as initial conditions for high resolution numerical simulations focussing on speci�cregions in the large scale simulation, e.g. the strong �laments between galaxies in panel (c). In this sensethe peak-patches are the essential information in a volume in compressed form.N -body calculations cannot currently cover large enough volumes of space with su�cient resolution toform high redshift galaxies (let alone dwarf galaxies) with clustering properly included. Only intermediateand small scale structures are accessible to direct gasdynamical simulations. A peak-patch catalogue withultralong waves included can treat such large volumes quickly and accurately (BM) as described in section2. Galaxy halos are identi�ed with regions of space determined to have collapsed using ellipsoidal internaldynamics, with external tidal �elds playing a large role. Bulk properties like mass, binding energy, velocityand shear for the patches follow, and can be used with single-patch hydrodynamics or phenomenology topredict internal gas pro�les.Shearing patches characterized by the derivatives of the smoothed displacement �eld are simpler thanpeak-patches (with an implied peak constraint) and represent the typical medium (section 2.1). The traceof the displacement �eld equal to the smoothed linear density contrast is the primary characteristic ofa shearing patch. The collapsed peaks marked in panel (b) occupy only a tiny fraction of the volumeand represent the extreme Gaussian tail of the distribution of smoothed linear density contrasts: >� 3�events. Most of the volume is occupied by patches with density contrasts near zero and this materialcontributes most to the Lyman-� forest absorbers. These patches contain small collapsed objects and�lamentary structures. The statistics of patches involves the full power spectrum: the e�ects of the longestwaves and large structures whose inclusion in a smaller volume requires some care. Optimal sampling inwave-space necessitates moving beyond a pure grid based Fourier transform which has no resolution nearthe fundamental mode (section 3.1).Simulations that realise shearing patches including large scale waves and tides are intrinsically morerepresentative than a small periodic box. It is key however to select an appropriate set of shearing patchesthat re
ect the full ensemble of possibilities: a technique known as Importance Sampling (section 3.2). Forclusters of galaxies renormalized volumes are an attractive option because clusters are intrinsically rare: alarge coarsely sampled periodic box evolves the long waves for a hand picked patch of interest is the focus ofthe resolution and computational e�ort (eg. Katz & White 1993). This technique can be used to investigatehalos of all descriptions however importance sampling is a better alternative because it incorporates the fullpower spectrum and the likelihood of each constrained patch is easily calculable and what was otherwise ahandful of case studies becomes a representative sample. Thus we select typical volumes as opposed to rareobjects which might be selected from large box realisations with group �nders.Correct realisation of patches and their environments requires non-periodicity out to large scales andexplicit evolution of the long waves we apply. Our code incorporates a gravity solver with free boundary



{ 4 {conditions optimized for multiple mass simulations and described in section A.1. Our investigation intogravity solvers has shown the superiority of Fourier methods over multigrid methods. Section A.2 describesthe di�culty in minimizing errors in Multigrid schemes. In section A.3 we describe our implementation ofthe Smoothed Particle Hydrodynamics (SPH) technique. SPH has been used to treat gas numerically in themajority of recent Lyman-� work (Hernquist et al. (1996); Rauch, Haehnelt & Steinmetz (1997); Dav�e etal. (1997); Theuns et al. (1998)). We have adopted the label TreePM-SPH to describe the code (originallycalled TreeP3M-SPH in Bond & Wadsley 1997).Section 4.1 examines the physical conditions expected to exist in the high redshift intergalactic medium,including sources of heating and ionizing radiation and the dominant atomic processes, with pertinentdetails of how they are implemented in the code. We outline the expected temperature and ionization stateof the gas as a function of density and environment and motivate parameter choices: eg. the evolution ofthe ultraviolet ionizing background.Rees (1986) made the case for the Lyman alpha forest as gas con�ned in mini-halos in a colddark cosmology. Rees characterized the objects as more numerous and less rare than galaxy peaksassuming a Gaussian distribution of 
uctuation amplitudes. Bond et al. (1988) performed one-dimensionalgasdynamical simulations of cold dark matter halos with pro�les and properties characteristic of peaksarising in the initial density perturbation �eld. These papers provided the foundation of understanding onwhich later numerical work on the Lyman alpha forest has built. Three dimensional numerical work hasdemonstrated the importance of �lamentary structure as a source of absorption (eg. Cen et al. (1994);Hernquist et al. (1996); Zhang et al. (1997)). However as we demonstrate in section 4.3 clumped materialaround dwarf Galaxies structures (vrms � 30 km/s) dominates the absorption at intermediate columns(NHI >� 1014 cm�2).Targetting the Lyman-� forest, we created small shearing patches: Lagrangian volumes withconstrained smoothed shear values chosen for their importance for the overall sample (section 4.2). Weachieve perfect parallel e�ciency via distributed computing of serial runs with di�erent parameters. Panels(d) and (e) of �gure 1 show a single shearing patch simulation that is part of set selected to produce abroadly representative sample of the Lyman-� forest. The panels are cross sections 2 Mpc thick showing thecolumn of neutral hydrogen produced by the simulation. Panel (e) includes all the gas whereas panel (d)shows only the contribution of highly overdense collapsed material only. The dwar
ets shown are limited tovrms>� 30 km/s by the Jeans mass of the photoionized gas. The rightmost panels are (f) dark matter and(g) gas output from convergence study simulations in a tiny box with 4 times the spatial resolution of theshearing patches showing that while the dark matter structures break up into �ner substructure the gasstructures are more stable limited by pressure. The convergence test simulations are all far too small toprovide a fair sample even for a single value of the shear parameters.Recent work has focussed on the necessity for high resolution, using smaller simulation boxes (eg.Wadsley & Bond (1996); Bond & Wadsley (1997); Dav�e et al. (1997); Bryan et al. (1998); Theuns et al.(1998)). Most three-dimensional numerical treatments of the Lyman-� forest to date have neglected thee�ects of environment and larger scale dynamics (however see Rauch, Haehnelt & Steinmetz (1997). Ourresults are strongly suggestive that typical periodic simulations (boxes <� 10 Mpc) realise an unrepresentativequiescent intergalactic medium. The major e�ect of neglecting large scale power is an overestimate of theline numbers and the mean optical depth due to a lack of underdense regions which dominate the sample.The quieter dynamics can also be expected to reduce the typical velocity dispersions and temperatures (seealso Schaye et al. 1999).



{ 5 {Section 4.3 illustrates our success using Importance Sampling for the Lyman-� forest. To producestatistics from simulated spectra that are directly comparable to those derived from the observed Lyman-�forest we have to collect a set of simulations that covers the important cases and combine the results. Theweighted contribution from each simulation is the likelihood that random lines of sight in a fair quasarsample would pierce volumes corresponding to the simulated patches. A key result is the change in theslope of the line counts at NHI � 1014 cm�2 present in both the simulated and the observed data sets(eg. Petitjean et al. 1993). Section 4.5 draws a direct link between the cosmic web ideas of BKP andthe structures in the Lyman-� forest. In particular we have found that intermediate column absorptionin produced by material close to collapsed objects. The emergent role dwarf galaxies o�ers a naturalexplanation for the fairly sharp transition to detectable metals in intermediate column systems (eg. Cowie& Songaila 1998). 2. From Large to small scalesA striking feature of large galaxy surveys is the beautiful structure on all scales. It would consumeprohibitive amounts of computer resources to simulate large scales with su�cient resolution to identifygalaxies and this makes semi-analytic catalogues particularly useful. Equating galaxies with smoothedpeaks in a linear era realisation of the universe is a logical way to locate build catalogues that incorporatethe correlations and the large scale features. In our introduction we began by discussing structure on verylarge scales illustrated with a peak-patch galaxy realisation (left-most panel in �gure 1). Peak patches are arestricted case of shearing patches, volumes of space characterized by the smoothed shear. Shearing patchesare the fundamental unit of our approach.2.1. Shearing PatchesShearing patches are de�ned at an early times when density perturbations on the mass scale of interestare in the linear regime. The linear density perturbation �eld de�ned at position r,�(r; t) = (�(r; t)� < � > (t))= < � > (t) (2-1)measures deviations from the universal mean density < � > (t). The most natural way to measureproperties on a chosen characteristic mass scale is to smooth over the corresponding Lagrangian volumeusing �lters: such as a Gaussian, WG or a top hat, WTH whereWG = 1(2�)3=2R3f exp �12 r2R2f ! and WTH = 1(4�=3)R3f � 1; r < Rf ,0; r � Rf . (2-2)with �lter scale Rf . The Gaussian �lter has the appealing property of not ringing in real or Fourier spaceleading us to prefer it over the top hat. The linear density perturbations may be modelled as a Gaussiandistributed random �eld as is expected to arise from in
ationary models (BBKS) whose statistical propertiesare fully described by its power spectrum P (k), the rms (root mean square) amplitude of the linear modewith comoving wavenumber k. The �ltered density perturbation �eld remains Gaussian distributed. Therms 
uctuation in � smoothed on the scale Rf is�(Rf )2 �< �2Rf >= Z W 2(k)P (k) d3k(2�)3 ; (2-3)



{ 6 {where the bar denotes the Fourier transform of a speci�c �lter, W . The value of �8, the rms � top-hat�ltered on a scale of 8 h�1Mpc characterizes the abundance of clusters of galaxies. The degree of collapseof a shearing patch is indicated by its linear overdensity which is may be normalized to the rms overdensityon the patch scale �Rf giving the relative smoothed overdensity or \peak" height (centred on the origin),�Rf � 1�Rf Z �(r)WG(r; Rf )dr: (2-4)� is Gaussian-distributed with zero mean and a standard deviation of 1. Thus � �> 2 characterizes annotable overdensity (and � �< �2 a rare void) on the scale Rf . Without an explicit peak constraint thesepatches will not always be peaks in the sense of local maxima and will occasionally be on the outskirtsof rare peaks on some larger scale. Typical patches of the universe with � � 0 are expected to be largelyresponsible for creating Lyman-� forest absorption. Patches so close to the mean density do not collapseover the Hubble time however the variation in the mean 
uctuation level produces an overall compressionor expansion and importantly drives or suppresses the evolution of substructure.Given a volume or patch of space we want to know the manner in which it will expand or approachcollapse and virialization. In the linear regime the broad character of the evolution is readily apparent inthe smoothed mass 
ows in the volume or equivalently the displacement s. Generally for a cold mediumthere is a full non-linear map: x(r; t) � r � s(r; t) from Lagrangian (initial state) space, r, to Eulerian(�nal state) space, x. This describes the motion of material from its comoving initial position due to lineargravitational accelerations. This map becomes multivalued as nonlinearity develops in the medium howeverthe bulk 
ows on the scale of the patch still dictate its future thus it is useful to split the displacement �elds = sb+sf into a smooth quasilinear long wavelength piece sb (de�ned by convolution with the �lters above)and a residual highly nonlinear 
uctuating �eld sf representing substructure. If the rms density 
uctuationssmoothed on scale Rf , �(Rf ) < O(1=2), the sb-map is one-to-one (single-stream) except at the rarest highdensity spots. If D(t) describes the growth of the amplitude of linear waves, then sb = D(t)sb(r; 0) describesLagrangian linear perturbation theory, i.e. the Zel'dovich (1970) approximation. The large scale peculiarvelocity is VPb = �a(t)_sb(r; t). a = 1=(1 + z) is the scale factor of the universe and z is the cosmologicalredshift.The smoothed value of the displacement (and thus peculiar velocity) describes only the bulk motion ofthe whole patch and thus we must look at its derivatives; the strain �eld (or deformation tensor),eb;ij(r) � �12�@sbi@rj + @sbj@ri �(r) = � 3XA=1�vAn̂ivA:n̂jvA (2-5)In the last expression above the tensor has been rotated to its principle axes and expressed it in terms ofits eigenvalues, �vA and eigenvectors n̂ivA (unit vectors of the principal axes). This removes the arbitraryorientation of the collapsing patch to focus on the principal modes of the collapse or expansion. Thetrace (or average) of the shear (divergence of the displacement) gives the smoothed linear overdensity,�Lb � (�b� < � >)= < � >= �Pi eb;ii. The deformation eigenvalues are ordered according to�v3 � �v2 � �v1. In this system, xA = rA(1� �vA(r; t)) describes the local evolution. The strain tensor isrelated to the peculiar linear tidal tensor by,@2�P@xi@xj = �4�G��M�a2 eb;ij ; (2-6)where �P is the peculiar gravitational potential. This provides a useful means to estimate linear externaltides on a patch. The linear shear tensor is simply _eb;ij .



{ 7 {The anisotropic part of the shear or strain tensor has two independent parameters usually expressedusing the ellipticity ev (always positive) and the prolaticity pv . The eigenvalues of the shear tensor can beexpressed using these parameters as follows,�v3 = �Lb3 (1 + 3ev + pv); �v2 = �Lb3 (1� 2pv) and �v1 = �Lb3 (1� 3ev + pv): (2-7)We introduce the variables yv = �ev and zv = �pv that are independent of � and thus well de�nedwhen � = 0. The probability distributions for yv and zv are,P (yv; zv) = 4508 r10� 2y(y2v � z2v)e�15=2y2v�5=2z2vdyvdzv;P (yv) = 225r10� (4y2ve�10y2v +r 8125� (�yv + 5y3v)Erf  r52yv! e�15=2y2v )dyv: (2-8)When the shear is isotropic yv = zv = 0 (�v3 = �v2 = �v1) the evolution is spherically symmetric (collapse if� > 0) marked in the �gure. When there is collapse predominantly along one axis (�v3 > 0; �v2 � �v1 < 0)the initial evolution is towards a classical pancake characterized by zv = yv . When an second axis is alsocollapsing (�v3 � �v2 > 0; �v1 < 0) the result is �lamentary zv = �yv . The mean value for yv, independentof �, is 0:535. Values such as yv > 1 are extremely unlikely as is near-zero shear yv � 0. High � regionsare positive 
uctuations that do not necessarily satisfy the peak constraints and for peaks yv is stronglydependent on �. In particular rarer peaks (eg. rich galaxy clusters) tend to be increasingly spherical withsmaller values of yv and a non-zero mean for zv.The environment near a shearing patch has correlated properties. Given that a 
uctuation of height�1 exists at a point with a �lter scale of R1, it is useful to know the mean peak height �2 at another �lterscale R2. < �2j�1 > = ��1 with � = �12�R1�R2 and �212 = Z WR1(k)WR2 (k)P (k) d3k(2�)3 : (2-9)The mean shear on di�erent scales has the same �xed amplitude in terms of yv and zv, but the principleaxes may change, though not by very much on average; the alignment is highly correlated.2.2. Peak PatchesGalaxies are luminous peaks in the medium. A true density peak requires the constraints r� = 0 andthat rirj� is negative de�nite which also tends to means that the �vA to be positive. BBKS estimatedthe properties of collapsing peaks using only the trace of this tensor and Bond (1987) and BM extendedthe work to consider the anisotropy in each peak collapse. The BM peak patch method for identifyingcollapsed peaks applies a range of smoothing �lters covering the range of mass scales of interest to a largescale realisation. When a peak is identi�ed the smoothed shear at the peak is measured. The redshift ofvirialization is determined from the non-linear evolution of the homogeneous ellipsoid with the same shear.When nearby peaks compete for material the mass is partitioned between them. Smaller peaks forming



{ 8 {with larger ones are merged (e�ectively deleted). In this fashion a semi-analytic catalogue is generatedwith full correlation information and properly normalized object counting. The Zel'dovich approximationis su�cient to evolve the smoothed bulk motions that displace entire peaks. The peak patch method isorders of magnitude faster than running a simulation on the initial realisation and the output is already\analysed" in the form of a catalogue with positions, motions, mass, velocity dispersion and orientation.Merger histories represent a simple extension. Producing a void catalogue is a matter of reversing the signof �.The peak-patch method exploits the local nature of evolution in the linear regime, incorporating largerscales with smoothing �lters. Since we do not have to evolve large scale waves in the non-linear regimewe are free to realise huge volumes and move progressively through accumulating the peak catalogue. InFig. 2, we show the impressively grand large scale clustering in galaxies at various velocity dispersion cutsin comoving space and in redshift space. We tiled regions from z=2.8 to 3.5 encompassing 180 � 180 with1283, 40 Mpc boxes. The size was chosen to resolve \dwar
et" peak-patches with binding energy (velocitiesdispersions) vBE � 30 km s�1 or more. Depending upon cosmology (Standard CDM, �CDM or Open CDM)15 to 22 boxes were needed. In an open universe the long waves are non-planar which must be explicitlytaken into account when the waves are threaded from box to box. Optimal wavenumber sampling was usedwith fast Fourier transforms and directly applied waves (Section 3.1), with phase coherent ultralong andshort waves consistently joining box to box. The result for each cosmology was calculated in a day on aworkstation.In the left-most panel showing rare vBE > 200 km/s peaks (also with mass M > 3 � 1010M�) thethickness of the slice is 8:75 Mpc. Clustering is most apparent for these rare peaks which substantiallycontribute to the Damped Lyman-� population but are practically irrelevant for the Lyman-� forestbecause of their small numbers. For the centre (vBE > 90 km/s) and righthand (vBE > 30 km/s) panels thethickness in only 2 Mpc however these common peaks still pack the �gure. High resolution Lyman-� foresthydrodynamical simulations cover only 1=4 of the 40Mpc of a single tile. Periodic initial conditions on thisscale automatically �lter out the waves responsible for the structure and the even moderately rare events.Our shear-patch simulations, whose size is governed by our need to resolve 1 kpc structure in galaxies atz=3, typically include many 30 km s�1 halos but only a handful of 90 km s�1 ones. In section 3.1 we discusshow large scale waves may be successfully incorporated and evolved however the problem remains thatcosmic variance is still huge within 5-10 Mpc volumes. The only solution is to create a set of simulationsthat explicitly sample the variation; to do this e�ciently we invoke Importance Sampling (section 3.2).We can use similar peak-patch cosmic web simulations to compare predictions for di�erent cosmologieswith the large scale structure probed by multiple quasar line-of-sight data and long range velocity spacecorrelations in quasar spectra as well as emerging high-z catalogues.2.3. Adaptivity with Peak PatchesAlthough it is usual to evolve ambient random patches of the universe in cosmology, there are obviousadvantages in spending one's computational e�ort on the regions of most interest. Single peak constraintsare very useful if cluster or galaxy formation is the focus, while multiple peak constraints are more useful ifsuperclusters, or cluster substructure, or �laments and walls are the focus. The essential features at a givenepoch of the �lamentary structure and the wall-like webbing between the �laments is largely de�ned by thedominant collapsed structures, and the peak patches that gave rise to them (BKP). A general method for



{ 9 {building peak environments is suggested: construct random �eld initial conditions that require the �eld tohave prescribed values of the peak shear (smoothed over the peak size at the peak position), for a subsetfrom the size-ordered list of peaks that will have a strong impact on the patch to be simulated. Onlya handful Npk of peaks and/or voids is usually needed to determine the large scale features, e�ectivelycompressing the information needed to (3 + 1 + 6)Npk numbers (rpk ;Mpk; epk;ij); peak velocities and thepeak constraint are also usually added but these are not as important.To illustrate how this works, we created a random (unconstrained) initial state for a standard CDMmodel in a 40Mpc box (a single tiled from section 2.2). We identi�ed the peak-patches that should collapseby z = 4 in the initial conditions and focussed on a speci�c subregion exhibiting a strong �lament, choosingthe peaks and voids that were expected to exert strong tidal in
uences within and upon the patch thusthe peak selection considered rareness (size) and proximity to the patch (using an algorithm roughly basedon correlation function fallo� from each peak). The �ve peak-patches used for this companion Ly� scalesimulation had the following masses (in units of 1011M�) and halo velocity dispersion (in units of km/s)as determined from the binding energy: 3:6; 77; 3:5; 80; 1:4; 57; 0:85; 48; 0:51; 40. These accord well withwhat our group �nder �nds in a numerical simulation of the 40 Mpc initial condition at this redshift. Thetwo void-patches used had Lagrangian masses of 2:4 and 0:72, and were outside the high resolution interior.The approximate alignments of the shear tensors for the peak patches inside ensure that a strong �lamentexists. The �ve peak patches and two voids that de�ne this region were used as constraints (using theHo�man & Ribak 1992 method) for a new higher resolution IC (12.8Mpc), which we evolved numericallyusing the cosmological P3MG-SPH code described later (section A). The region chosen was just above thelarge central cluster of peaks in the top left panel of Fig. 3. We constructed a higher resolution \Ly� cloudscale" initial condition for this patch which the 40 Mpc scale simulation could not resolve well enough toaddress the low column depth Ly� forest of interest to us.By compressing the initial data in our target region to just the positions and shears of a few large peakpatches, then forming a constrained realization and applying di�erent random waves (optimally-sampledfor the smaller region) than the original 40Mpc initial condition used we know we will get high frequencystructure wrong. But clearly the large scale features are the same. This is in spite of the tremendouslycomplex �lamentary structure just below our chosen sub-region. An alternative approach createsrenormalized volumes by selected structures of interest (eg. clusters) in large simulations and re�ning theinitial conditions by adding waves (eg. Katz & White 1993). The results are similar however the objectproperties are naturally more consistent with peak constraints and measuring patches is a more compactand informative technique.Simulating a large number of controlled patches in parallel is a form of adaptive re�nement. Duringruntime adaptive re�nement it isn't possible to incorporate the waves on the new smaller scale so theLagrangian (i.e. mass) resolution remains �xed even though the Eulerian resolution may be superb. (Thisis especially vexing for voids.) When we re�ne a region by creating a high resolution realization withthe information contained in peak patches, we optimally resample k-space to generate a new set of highfrequency waves. It is clear that the cosmological codes of the future will have to simultaneously adapt inEulerian and k space, and the techniques explored here o�er a promising path towards this goal.



{ 10 {3. Crafting High Resolution SimulationsWe have painted the picture of large scale structure and its indications for variance and tidal in
uenceson small volumes. Looking at the power spectrum we can quantify the in
uence of long waves. Figure 4shows two (linear) power spectra scaled to z = 3. The upper curve at high k is the standard untiltedCDM model but normalized to cluster abundances, �8 = 0:67. The other has the same cosmological age(13 Gyr) and 
Bh2 (0.0125) but H0 = 70 with 
� = 0:67 and is COBE-normalized. We have marked invarious regimes; galaxy clusters (\cls" 1015 M�), group (\gps"), galaxies (\gal"; 1012 M�), dwarf galaxies(\dG"; 109 M�) and �rst objects (\1st*"). The amplitude of the power spectra shown is the di�erentialcontribution to the rms 
uctuation level on the given mass scale. As we move into the galaxy-dwarf galaxyregime there is almost equal power per decade; a regime favouring pervasive large scale �lamentariness(BKP). The large scale contribution doesn't begin to tail o� until k<� 0:1 hMpc�1. Thus a 100 Mpcbox might be expected to start to incorporate reasonable large scale variance however this isn't practicalfor hydrodynamic simulations, particularly those targeting the Lyman-� forest. The regions we haveprobed with peak patches (\UHR pk sim") and Lyman-� numerical simulations (\UHR Ly� sim") aremarked above the curves. We also include a prospective �rst star simulation volume (\1� sim") whichrepresents an incredibly challenging regime. We have marked the bands in comoving wavenumber probed byvarious recent simulations below the curves. Periodic simulations have no boundary e�ects but are tightlyrestricted in their k-space sampling to lie between the fundamental mode (low-k boundary line) and theNyquist wavenumber (high-k boundary line) which can severely curtail the rare events in the medium thatobservations especially probe and prevents tidal distortions of the simulation volume. The forward slashhatching (that necessarily �lls the periodic volumes) indicates where Fast Fourier Transforms (FFT's) wereresponsible initial conditions. The other styles of hatching denote where more direct methods for applyingwaves are more accurate. For our Lyman-� simulations there are 3 low-k lines shown corresponding tothe high, medium and low resolution fundamental modes. We actually include and evolve modes in theentire hatched region as discussed in the next section. hm denotes the best resolution for the LagrangianSPH codes used in Theuns et al. (1998), Hernquist et al. (1996, also Dav�e et al. 1997) and this work. aLpdenotes the physical (best) lattice spacing for the grid-based Eulerian hydro codes of Cen et al. (1994),Zhang et al. (1997) and Bryan et al. (1998) at z = 3. The e�ort to reconstruct useful information aboutthe power spectrum from Lyman-� forest absorption (Croft et al. 1999, Nusser & Haehnelt 1999) pushessimulations towards large scale limits and yet the small scale gasdynamics simultaneously demand highresolution. Simulations still possess too little dynamic range to meet both demands at once. Our peakpatch and shearing patch simulations include the full complement of long waves.3.1. Optimally sampling and evolving the Power SpectrumGood k-space sampling out to arbitrarily long wavelengths is a natural advantage of non-periodicsimulations in which case Fourier transform grids for the initial conditions are generally not su�cient. Weachieve high resolution without compromising our long wave coverage by using a Fast Fourier Transform(eg. Press et al. 1992) for high k that kicks out well before the fundamental mode is reached. It issuperceded by direct fourier modes with power-law then log k sampling. Transitions between the methodsoccur so as to minimize the volume per mode in k-space. Well-sampled k-space is especially importantfor Ly� cloud and galaxy formation as opposed to cluster formation because the density power spectrumfor viable hierarchical theories has nearly equal power per decade (approaching 
atness in �gure 4). Thepoor sampling near the fundamental mode with pure FFT is usually addressed by limiting the amplitude of



{ 11 {those modes (avoiding cross-like features in the box). In the �gure we see that though a 2563 FFT was usedthe direct sampling takes over very early (with only 10000 modes) highlighting the poor coverage FFTs'shave near the fundamental. Using an FFT with the very 
at spectra in the dwarf galaxy band can givemisleading results.There is no point adding long waves without maintaining accurate large scale tides and shearing �eldsduring the calculation. We achieve this with a high resolution region of interest (grid spacing aL) that sitswithin a medium resolution region (spacing 2 aL, 8 times more massive particles), in turn within a lowresolution region (4 aL, 323, 64 times more massive particles). Using a range of particle masses is similar inconcept to the tree gravity technique and is a common simulation technique. The key concern is keepingthe large masses segregated from the high resolution quantitative volume.The in
uence of ultra-long waves is included by �rst measuring the deformation of the entire volumein the initial conditions caused by the external tides. We then adopt a simple model for the ultra-longwave dynamics based on that measurement; e.g. linear, Zel'dovich, or homogeneous ellipsoid, as for peakpatches (BM) and applying the tide as an \external force" throughout the simulation. For the Lyman-�work linear ultra-long wave dynamics were adequate because the largest scales did not go non-linear. Thebene�t of an imposed linear external tide on the evolution of the smooth mean background �eld in a 5 Mpccomoving diameter simulation (� = 1:4 overdensity) is shown. In the top row of panels we have removedthe lower mass particles that would normally self-consistently evolve the mass between 2.5 and 6.4 Mpcradius and provide the tides on the inner sphere. The linear strain at a Lagrangian radius of 2.5 Mpcwas used directly to produce the simulation represented by the dashed lines practically indistinguishablefrom the solid lines representing the normal case with particles out to 6.4 Mpc in radius in addition to theexternal tide. This shows the utility of the linear tide approximation even at z = 2 when the inner partsare strongly collapsed. The dotted lines indicate the result with no external tide applied. In the lower rowof panels the solid lines again represent the case where particle are used out to 6.4 Mpc and the dottedline shows the smaller detrimental e�ects of not applying the external tide based on the linear strain at aLagrangian radius of 6.4 Mpc. The linear external tide approximation was used in our cluster comparisontest simulation (section A.5.4) where the near �eld tide was modelled with the linear approximation.3.2. Importance Sampling using Shearing PatchesFigure 4 demonstrates the 
attening of the linear density power spectrum below cluster scales: Therms 
uctuation level on cluster scales is only a factor of a few less than that on galaxy scales and amplitudeson galactic and subgalactic scales are comparable. The integral of the area under curve for a �xed redshiftand cosmology gives rms linear density 
uctuation. Half the contribution to rms 
uctuation amplitudeson dwarf galaxy scales is from larger scale power excluded from the periodic simulation boxes markedin the �gure. We have addressed the inclusion of tidal e�ects however cosmic variance is another acuteproblem. A single high resolution box that incorporates the long waves necessary to form the rarer peakscontains is still statistically unlikely to contain any. One way to address this is a large e�ective simulationvolume; generating many random initial conditions to painstakingly build a Monte-Carlo representativesample however we can explicitly constrain the initial conditions to create volumes that are underdense oroverdense on scales of several Mpc. Thus our sample is a set of simulations with predetermined statisticalsigni�cance: Importance Sampling.Instead of complex multipeak constraints for individual regions (eg. section 2.3) we use to maximize



{ 12 {the statistical information we can get from a crafted set of relatively modest constrained-�eld calculations.The set is de�ned by the values of the control parameters: the central �b, ev (yv), pv (zv) smoothed overthe scale Rf Mpc. This allows us to sample rare peak and void regions and patches with more typicalrms density contrasts. This is potentially a 3 dimensional parameter space. The dominant parameter is� however the importance of the anisotropic shear component cannot be dismissed immediately. If theLyman-� forest is the target the most important patches have relatively typical � values in which case therole of anisotropies is lessened.We then combine the results to get an observable for a representative patch of the Universe usingBayes theorem, which decomposes the contributions into observable measured on the constrained simulationpatches given the control parameters and the known probability distribution of the control parameters:schematically,�Observable� unconstrainedpatch �� =Z Observable� constrainedpatch ���� controlparameters � P � controlparameters � d controlparameters : (3-1)The contribution for a given constraint may depend on systematics associated with the mode of observations.For example void patches expand in physical space and provide a larger cross-section for line-of-sight basedobservations. Thus P (controlparameters) is not the Lagrangian or mass based probability but that ofsampling the �nal state incorporating angular size and redshift space width.3.3. Choice of Numerical MethodTo evolve our shear patches we needed a code that would run e�ciently with multiple particle massesand free boundary conditions. We investigated variants on the particle-particle particle-mesh (P3M) methodto solve gravity and the Lagrangian hydrodynamics method smoothed particle hydrodynamics (SPH) tomodel gas. Appropriately combining gas and gravity is a long standing issue in numerical cosmology (eg.Steinmetz & White (1997)), however using particle methods for both achieves a good balance with modestcomputational demands. Grid based (Eulerian) methods have a technical advantage over particle methodsfor hydrodynamics because they can achieve a �xed gas resolution with the same or fewer cells than thanSPH however Eulerian codes often have a grid with �xed comoving resolution for the gas phase and relyupon particles for dark matter, with a particle-mesh only scheme for the gravity (e.g. Cen 1992). Thismeans that the dark matter mass resolution is never better than the � 2 grid spacings typically quoted forparticle-mesh (Hockney & Eastwood 1988): the dominating mass and thus the gravitational potentials aredetermined with a method with constant mass resolution but poor �xed spatial resolution. In collapsedregions the poor gravity resolution for the mesh limits the method unless the sophistication of adaptivemess re�nement is invoked for both gas and gravity. Adaptive mesh re�nement incurs expensive overheadswhen applied to the Lyman-� problem due to the high �lling factor of collapsed structures.There are two major approaches to solving gravity for particle codes: grid based methods (Hockney andEastwood (1988); Monaghan and Lattanzio (1985); Evrard (1988); Couchman (1991)) and hierarchical treecodes (Appel (1981,1985); Jernigan (1985); Porter (1985); Barnes & Hut (1986); Benz (1988); Hernquistand Katz (1989)). Tree codes are elegant and potentially extremely accurate O(N logN) methods (N



{ 13 {is the number of particles) whereas grid methods are computationally fast O(N) methods (actuallyO(Ngrid log2Ngrid, Ngrid � N). A re�nement to the basic particle-mesh (PM) grid based method is thecalculation of a gravity correction with a direct sum that modi�es the locally smooth mesh force to anydesired force-law: particle-particle, particle-mesh (P3M). P3M codes are equivalent to tree codes in theresulting forces.P3M and tree methods have no intrinsic limitations on the resolution aside from the number of particlesand a user de�ned softening to avoid two-body relaxation. Modelling the gas with SPH particles maintainscomparable hydrodynamical and gravitational resolution everywhere (i.e. constant mass resolution for thegas) and excellent physical resolution in collapsed regions. Therefore the workhorse for the hydrodyanmicsdescribed here was a TreePM-SPH code, combining the best features of the P 3M and tree approacheswith SPH. We have also had success with an earlier implementation using a multigrid approach for thelong range force with a PP correction. The details are described in Appendix A, along with tests of theTreePM-SPH code. The treatment of the heating and cooling are also described there.4. The Lyman-� Forest with Shearing PatchesThe Lyman-� absorbers are an ideal target for constrained calculations as the waves from a largesurrounding volume in
uence the evolution. Typical collapsed objects in the high redshift intergalacticmedium have velocity dispersions of tens of kilometres per second comparable to the sound speed in thegas necessitating detailed gas modelling. The Jeans mass sets a lower limit on the mass of collapsed objectswhich we use as basis to set our mass resolution in section 4.1. In section 4.4 we present a convergence studythat tests our resolution choice. The structural features in the Lyman-� forest are naturally interpreted viathe Cosmic Web in terms of collapsed peaks and �lamentary webbing that connects them. Following thisapproach in section 4.5 we �nd evidence associating the steepening at NHI � 1014 cm�2 with the absorptioncontributed by small collapsed objects underlining the importance of achieving a minimum resolution.4.1. The High Redshift Intergalactic MediumTo correctly evolve the IGM and the Lyman-� forest it is necessary to follow the abundances of HI,HII, HeI, HeII, HeIII and electrons and include collisional and photoionization processes and all importantcooling process for these species. We assume 75% Hydrogen and 25% Helium by mass and no metals.For the ionization cross-sections we use the expression of Osterbrock (1989), which is a linear sum ofpower laws and thus easily integrable to give photoionization and heating rates. The recombination ratesare taken from the following sources: collisional ionization of hydrogen and neutral helium, Janev etal. 1987; collisional ionization of once ionized helium, Aladdin Database (1989) (Abel 1996); radiativerecombination of hydrogen and helium, Verner & Ferland (1996); Dielectric recombination of once ionizedhelium, Aldovandi & Pequignot (1973) (Black 1981).The IGM ionization change timescale is typically less than a million years, so ionization equilibrium isan excellent approximation. The ionization change equations are very sti�, making them computationallyexpensive to solve accurately so we opt for assuming equilibrium ionization abundances at all times, solvedusing an iterative scheme.Our expression for the total energy includes a term for each ionized species equal to the energy required



{ 14 {to ionize it from a neutral state. Thus we do not need to explicitly include a cooling process associated withcollisional ionization to maintain a correct temperature. The cooling processes we include are: comptoncooling, Black (1981); bremsstrahlung, Kang & Shapiro (1992); radiative recombination, �ts to Ferland etal. (1992); dielectric recombination, Abel (1996); and line cooling, Cen (1992).We used a ultraviolet spectrum that is a piecewise power-law similar in shape to the Haardt & Madau(1996) results. The Haardt & Madau spectrum has diminished 
ux above 13.6 eV (below 912 �A) and addsfeatures to the spectrum associated with both photo-ionization and emission such as HeII Lyman-�. Theprecise details of the UV spectral shape are not important as the photo-ionization and heating rates areintegrals of the spectrum. For the spectral shape used here, the HI photo-ionization rate of 7�10�13s�1(Rauch et al. (1997)) is produced by a 
ux of J�21 = 0:246.The UV 
ux level is only weakly constrained but the value J�21 � 0:5 is representative. Haardt &Madau (1996) estimated J�21 � 0:5 at z = 2�4 from a quasar luminosity function estimate; Determinationsbased on the proximity e�ect give: e.g. Bechtold (1994), J�21 = 1:0� 3:0 at z � 3, and Giallongo et al.(1997) J�21 = 0:5� 0:1 at z = 1� 4. Bechtold estimated systematic e�ects such as changing the columndensity distribution slope could lower her estimate by a factor of up to � 3. Matching our exploratorysimulations to the observed opacity of the medium gave J�21 = 0:2� 0:5 at z = 2 � 3 for 
bh2 = 0:0125(varying slightly with the cosmology). J�21 = 0:5 is thus a well motivated choice at z = 2� 3.As no evolution is consistent with the data, we use a simple, �xed 
ux for z = 2 to z = 15, on theassumption that this is the redshift at which local ionizing radiation sources �rst begin to make a signi�cantcontribution. We �nd varying the 
ux history has a negligible e�ect as the gas cooling times are shortenough to erase the e�ect of smooth changes in the 
ux level.Including large scale power drives us towards a large simulation volume where the fundamentalmodes have negligible amplitudes however as Lyman-� absorption dependent on the detailed structure ofgas condensations resolving them is of primary importance. The gas temperatures at intermediate IGMdensities may be inferred from observational line widths (eg. Hu et al. (1995); Kim et al. (1997)) andconsiderations of photoheating equilibria to lie between 20,000K and 100,000K with corresponding adiabaticsound speeds of 20 km s�1 to 50 km s�1 implying that haloes with dispersions below this range are unableto form.The Jeans scale for 20,000K gas corresponds to a mass that evolves with redshift,MJeans = 109(4=(1 + z))3=2h�1
�1=2M M�; (4-1)where 
M is the density in non-relativistic matter (dark matter and baryons). Simulations must aim toresolve this scale to include the numerous small scale collapsed objects that are capable of producingLyman limit absorbers. This guided our choice for the mass of our high resolution dark matter particles:2:78�108
dmh2M� and gas particles: 3:48�106(
bh2=0:0125)M� (corresponding to an initial grid spacingof 0:1Mpc comoving). The Jeans length at z = 3 indicates that gas pressure will tend to inhibit the growthof linear modes in the baryons with scales less than � 140 kpc comoving at z = 3.4.2. The Lyman-� Shearing Patch SampleWorking with relatively slow single workstations, we elected to use a 5 Mpc comoving diameter spherefor our high resolution region with the 0.1 Mpc comoving initial grid corresponding to order 100,000



{ 15 {particles which requires around 2000 time steps to get to z = 2. Only the inner high resolution particleswere used directly to generate simulated observations. With a small high resolution volume and large scalewave power included the main concern is to make sure the volume does not collapse entirely. For standardCDM with �8 = 0:667 (cluster normalization) an rms 
uctuation in � on a scale of 0.5 Mpc comoving(smoothed with a Gaussian �lter) will have a linear amplitude of �0:5 = 1:05 at z = 3 and 1:4 at z = 2. Bystopping our simulation at z = 2 we ensure typical 
uctuations on this scale will just be collapsing. For othercosmologies studied, we retained �0:5 = 1:05 at z = 3 as the normalization for the 
uctuation spectrum.This choice is consistent with microwave background and cluster constraints for Lambda and open colddark matter models. We also perform simulations with higher normalizations �8. The degree of collapse isgreat at redshift z = 2. On a Gaussian �ltered scale of 1:5Mpc, the rms linear 
uctuation amplitude forstandard CDM is �1:5 = 0:76(�8=0:67)(3=(1+ z)). At z = 2 with �8 = 1:0 the linear amplitude of a � = 1:1
uctuation is 1.25 on a Gaussian �lter scale of Rf = 1:5Mpc (corresponding to � = 1:4 for Rf = 0:5Mpc)at z = 2, approaching the limits of the high resolution volume.To accurately evolve these important large scale tides and shearing �elds during the calculation weplace our high resolution region of interest (grid spacing 0:1 Mpc, 503 sphere, 65251 gas particles, 65251dark particles) within a medium resolution region (0:2 Mpc, 403, 25184 gas, 25184 dark) and a furtherlow resolution region (0:4 Mpc, 323, 12908 particles). For the high and medium resolution grids, bothcollisionless dark matter and SPH gas particles were used. The low resolution particles were evolvedwithout gas forces, each collisionless particle representing the combined gas and dark matter density. Thein
uence of these particles on the inner region is entirely carried by the grid portion of the gravity solverso we evolved these particles with an additional larger PM grid. It had to be applied twice, once to selfconsistently evolve the low resolution particles (with the density of the inner region included) and againto apply their tidal in
uence to the inner volume. The inner volume particles were evolved with the fullgravity scheme including tree corrections to the force. This arrangement is computationally more e�cientthat one large PM grid as it minimizes the correction work. The in
uence of ultra long waves is included bymeasuring the mean external tide acting on the low resolution region in the initial conditions as discussedin section 3.1. We use the Zel'dovich approximation, derived from linear theory to generate our initialcondition perturbations, beginning our Lyman-� calculations at z = 60 when typical displacements are atthe few percent of the initial grid spacing.Though we have properly included and evolved large scale waves tidal in
uence individual patcheswith this volume fail to include the statistical role of large scale variation. As we argued in section 3, thesmoothed density contrast on these scales varies considerably and must be taken into account explicitlywith multiple simulations. We have designed a set of simulations that includes the key cases. Thus weuse importance sampling of shearing patches with the smoothed shear tensor prescribed at the centre tomaximize the statistical information we can get from a crafted set of relatively modest constrained-�eld SPHcalculations, de�ned by a set of control parameters: the central �Rf , yv, zv smoothed over a galactic-scaleRf = 0:5Mpc. The initial conditions were generated as in section 3.1 with a constraints at 0:5 Mpc andadditional constraints at 1:0 and 1:5 Mpc comoving that the smoothed shear is the mean value giventhe interior constraint (using equation 2-9). This choice ensures that random chance cannot produce anatypical nearby environment that could dominate the evolution for a mild inner constraint. The sameanisotropic shear value was used for the outer constraints with the same alignment of the principle axes asthe innermost constraint (which would not be expected to vary much in any case). The values of � and yvare su�cient to determine the properties of the shearing patches as the evolve. As the degree of collapsewas never particularly severe we chose to explore only the trace of the shear tensor (�) at �rst. We use aset of 5 values for the 
uctuation level for the central constraint, � = �1:4, �0:7, 0, +0:7 and +1:4 with



{ 16 {Rf = 0:5Mpc. This allows us to sample rare overdense and void patches, di�cult to sample even in largebox simulations (especially if FFTs are used) in addition to patches with more typical rms density contrasts.We combine the results to get the frequency distribution of absorption line HI column densities, f(NHI) fora random patch of the Universe as in equation 3-1 decomposing it into the frequency distribution for NHIfor each constrained patch given the control parameters, measured from the simulations and the knownprobability distribution of the control parameters,� d ndNHI � unconstrainedpatch �� = Z d ndNHI � constrainedpatch j �� P (�) d�: (4-2)Given that we have neglected the secondary parameters yv and zv it is important that we demonstratethat their impact is small. Our tests indicate that the mean value of the anisotropic shear for eachsimulation: yv = 0:535237, zv = 0 is representative as long as the collapse is not severe on the scale ofthe constraint. We investigated this by simulating an extremely sheared � = 1:4 peak (yv = 0:8, zv = 0).There is a measurable modi�cation in the column density distribution from the � = 1:4, yv = 0:54, zv = 0peak (shown in �gure 7) however it does not a�ect the combined results because yv = 0:8 represents a rareextreme case and the weighting for all patches � �> 1:4 is already only 6:9%. The small cross-section in realspace reduces the contribution at z = 3 to 2:2%. The mean shear is representative for the dominant cases.For example the variation in the column density distribution is negligible in the most likely case, � = 0, alsoshown in �gure 7. 4.3. Lyman-� Forest ResultsAside from the constraints, all other parameters of the simulations were held constant, including thephases of the waves. This ensured that all di�erences were due to the background �eld and renders visualcomparisons in �gure 8 most e�ective. The panels show the inner 4 Mpc comoving of the 5 patches atz = 3 with the neutral hydrogen density in a 2 Mpc thick slab integrated to give the column in neutralgas, NHI . Some of the features present are at the forward or backward edge of the slab however overallit is a good indication of the material that produces lines of a given column. The area of each contour isproportional to the di�erential number count of lines with a column densities in that range. The dominant�lamentary structure on � 1 Mpc scales is strongly related to NHI � 1013�14 cm�2 absorbers. Thereis a huge enhancement in structure present in the peak case, � = 1:4. The number of dwarf galaxies isenormously increased over the mean case. By contrast the void case, � = �1:4 has suppressed all but thehighest peaks which have resulted in few collapsed objects and none with substantial masses. Note alsothe huge expansion of the void case and the compression in the peak case. This e�ectively gives the voidregions a large cross-section for intersecting a line-of-sight for QSO absorption. This weighting acts toreduce the number of absorption features in the spectra over the mean case. Thus the mean density case isnot representative and a periodic box �< 10Mpc in size with is constrained to behave similarly to the � = 0case.Simulated spectra were produced from the simulations resulting in absolute line counts per bin arecomparable to the observational data shown. The line statistics were derived from Voigt pro�les �t tonormalized simulated spectra with 5 km/s bins with pixel noise added (S/N 20 per pixel), comparable tohigh resolution Lyman-� spectra from large telescopes. The uncertainty in the simulated line statistics is



{ 17 {We �t Voigt pro�les using an automated pro�le �tting program, designed to emulate the methodsemployed by observers. An automated program was used for speed and to maintain a consistent set of lineselection criteria for all simulations and redshifts. Several thousand lines are �t per axial direction for agiven simulation. The statistically complete NHI frequency curve for each cosmology at z = 3 required the�tting of 100,000 lines.The �tter isolates regions of the spectrum on either side of which the 
ux recovered to the continuum.Within these regions the �tter adds lines at 
ux minima and uses Levenberg-Marquardt method (see eg.Press et al. (1992)) to minimise �2 in the line parameters. The �tting procedure ends if adding anotherline does not lower the reduced-�2 given by �2=d. d is the number of degrees of freedom remaining for the�t, estimated as 1 per 2 pixels (10 km s�1) in the �tted region minus 3 for each line used in the �t. Thisinhibits the �tter from adding more lines than are warranted by the number of data points.To validate our �tting technique, we made use of Keck data provided by Kirkman and Tytler (1997)and compared our �ts to theirs. A comparison is shown in �gure 5. Our line lists are not identical butthat is expected as there is not an ideal �t. In particular, at columns around 1016 cm�2 it is very hardto break the degeneracy between NHI and the line broadening, b, because the damping wings are not yetwell established { thus NHI is hard to determine without additional information, e.g. Lyman-�. The Voigtpro�le �tting method gives great physical insight into the gas structures that form the observed spectra.The most obvious drawback of the technique is its subjective nature. The automated �tter is di�erent toa human �tter in two ways apparent in the �gure. It is more likely to add low column lines and it willplace lines centres nearly on top of each other. The initial line parameter guesses were designed to try tominimise these di�erences, however the �2 minimisation step was not restricted in how it subsequentlymodi�ed the line parameters.Table 1 is an overview of the characteristics and contribution from each of the 5 simulations. Thecriterion to de�ne the useful region of each simulation for the purposes of measuring statistics is thatabsorption lines be produced in the inner high resolution region (5 Mpc for standard runs). We de�ne theedge in velocity space where the particles de�ning the high resolution boundary begin to dominate thecontribution the lines.Combining our 5 simulations to give an overall sample provides important insight into the contributionof di�erent Lagrangian patches of space to any observational measurements. Voids (� < 0) dominate theforest line sample, because the initial region expands in both physical and in velocity space, its cross-sectionfor being pierced by the line-of-sight to a quasar becomes much larger and a greater length of the spectrumTable 1: Weighting for High Resolution �CDM simulation. The �rst �ve rows each represent a singlesimulation and the last row is the ensemble result. The symbols are described in the text.� P (�) Relative �v Area Weight log10 dndNHI at NHI = 1014-1.4 0.0688 1.50 1.66 0.158 -0.53-0.7 0.2415 1.23 1.33 0.373 -0.260.0 0.3794 1 1 0.327 0.200.7 0.2415 0.85 0.76 0.120 0.321.4 0.0688 0.84 0.50 0.022 0.44Ensemble 1.0 1.0 0.04



{ 18 {is occupied per void-like region so pierced. The impact on our results in shown in table 1. Erf denotes thestatistical Lagrangian weighting of the patch. As � is Gaussian distributed, we estimate this weight byErf(� +��=2)� Erf(� ���=2). �v denotes the mean velocity space width for the high resolution volumeof the simulations. The velocity width through the centre of the volume is roughly double this value. Wgives the total weighting for the box. Peak regions are thus of limited importance for the forest. A typicalcontributing spatial patch may be characterized as having an e�ective � = �0:7� 0:0 or void-like. dndNHI isthe di�erential line count at NHI = 1014 cm�2 as shown in �gure 7.The column density distribution is a particularly important statistical measure of the Lyman-� forestabsorption lines and we have selected it to demonstrate the excellent match between our simulated spectraand the observational data and to test the impact of design choices. Figure 6 shows only part of the grandsweep of the column density distribution that continues to NHI � 1022 cm�2 when damped systems areincluded. Showing only the section pertinent to our results at z = 3 we still �nd the log plot (inset) covers8 orders of magnitude. The error bars shown are the data of Petitjean et al. (1993) and Hu et al. (1995)(dotted azobs � 2:8). The dotted Hu et al. error bars have had a blending correction applied which has notbeen attempted with the simulated lines which dive in a fashion similar to the uncorrected observationaldata for NHI �< 1013 cm�2 The results for the �CDM, Open CDM and Standard CDM cosmologies areshown.The simulated lines match the observations extremely well for NHI <� 1016 cm�2 where self-shielding isunimportant. The essential problems that prevents this statistic from di�erentiating between cosmologies isthe poorly constrainted amplitude of the UV 
ux and the uncertainties of line �tting. It is common practiceto change the UV 
ux value after the simulation to bring the simulated results closer to the observationshowever this does not change the overall shape of the curve. Given that our results are already very close,we have chosen to present line statistics fully consistent the the simulations as run with a UV 
ux level ofJ�21 = 0:5.There are several important features in the column density distribution that are di�cult to discernbecause the frequency of lines as a function of column varies over several orders of magnitude, as shown inthe inset in �gure reffnhiinset. As the distribution is so close to a power law in the range -1.4 to -2.0 we candivide out a suitable power law such as the faint end slope -1.46 measured by Hu et al. 1995 to obtain amuch more useful �gure such as main result �gure 6 in section 4.3. We feel this is the most sensible wayto look at the data. The distinct steepening in the slope from around -1.5 to -1.8 at NHI � 1014 cm�2 isreadily apparent as is the 
attening back to around -1.5 for NHI>� 1016 cm�2 where self-shielding e�ectsbecome important.The column density distribution results for the 5 simulations and the combined result for LCDM CDMare shown in �gure A.5.4. The distribution shown has had the power slope N�1:46HI removed to enhance thefeatures. The steepening at NHI � 1014 cm�2 is clearly present in all 5 cases and the combined result. Thisbreak is a potentially useful feature in the frequency distribtuion, however it is dependent on the way linesare �t and may shift along di�erent lines of sight. A more detailed study might reveal a way to use thisfeature to break the degeneracy between the cosmology and the poorly known UV 
ux. We have matchedthe slopes on either side of the break particularly well giving us a lot of con�dence in our simulations andmethod. The UV 
ux level used to produce the above �gure was the simulation value J�21 = 0:5. Theresults for other cosmologies are very similar to the data and can �t the normalization by varying the UV
ux in the range J�21 = 0:2� 0:5 as has been found by other authors which is well within the observationuncertainty for this parameter.



{ 19 {4.4. Convergence at our ResolutionTo test that our standard mass resolution forms collapsed gas objects appropriately down to thecut-o� scale we performed higher resolution simulations with a small 1:25Mpc comoving central sphere,too small to provide a reasonable sample of the universe. We ran the simulation at three initial resolutions:lmass = 0:1 (standard), 0:05 and 0:025 Mpc comoving corresponding to 3:48�106, 4:4�105 and 5:4�104M� gas particles respectively. Figure 14 demonstrates that the lines at each column density have beenmaintained as the resolution was increased. The variation around the average due to the small box is verysimilar in all three curves.The Jeans mass given by equation 4-1 is about a factor of 30 larger than the mass of our high resolutiondark matter particles and 600 times the mass of the gas particles. Gas pressure limits the formation ofdense gaseous lumps however the dark matter 
uctuation amplitudes continue to get larger as we move tosmaller scales. These dark matter potential wells lower the e�ective Jeans mass relative to a purely gaseousmedium. This is apparent in �gure 13 as the resolution is increased more collapsed dark matter structuresappear (panels on the left hand side) however there is one signi�cant collapsed gas lump (in the right handpanels). If the dark matter collapses, this e�ect becomes greater because it is actually the ratio of darkmatter to gas that is important (expressed via 
�1=2M in the equation) and this ratio increases if the gasdoes not collapse similarly. Our convergence studies indicate that our resolution is su�cient to resolve thislowered scale as we do not �nd that more dense gas clumps are formed as we increase the mass resolutionto more than 1 particle per (100 kpc)3 comoving. The structure of the objects does change. When objectsare simulated by only a few particles the degree of collapse is limited making the cores of these objectslarger as shown in �gure 13. If the simulations were all smoothed similarly it would be less apparent. Thisprimarily a�ects lines above NHI � 1015 cm�2, as shown in �gure 14. The lines in the �gure were Voigtpro�le �t in arti�cial spectra generated as for previous simulation output. More resolution is generallydesirable but the single �lament resolved in this small volume is hardly a su�cient sample for a given valueof the background shear �. Additionally the problem of contamination by large particles outside the innervolume increases as it is made smaller and for even moderately high background overdensities the entiresmall volume can collapse.The additional physics of radiative transfer, star-formation and supernova heat injection should beadded to model collapsed objects correctly. These can be expected to pu� out the cores of these objectsin a similar fashion to numerical e�ects associated with resolution in this sense higher resolution withoutadditional physics does not automatically provide a result close to the true state in the high redshift IGM.We simulated a complete set of �ve shearing patches with initial spatial resolution 0.3125 comovingMpc: 1:1�108M� gas particles comparable to the work of Hernquist et al. (1996). Our set of simulationsresolves only larger dwarf galaxies and was intended for that purpose. These lowered resolution simulationsproduce one third as many absorption lines for NHI <� 1016 cm�2 compared to high resolution when allother parameters are held constant. In particular the small dwarf galaxies are absent. Thus low resolutionerroneously indicates a higher neutral fraction is required, achieved most easily with a signi�cantly reducedUV 
ux.Theuns et al. (1998) performed a resolution study with similar conclusions, �nding that a 5.5 Mpcperiodic box with 643 particles is converged (comparing to 22.22, 11.11 and 2.8 Mpc boxes also with 643particles). Unfortunately periodic boxes have severely atrophied large scale power.



{ 20 {4.5. The Cosmic Web in the Lyman Alpha ForestWe �nd a very strong association between dwarf objects and absorbers with column densitiesNHI >� 1014:5 cm�2. Figure 11 and �gure 10 show the structures associated with gas at di�erentoverdensities. BKP predict that overdensity ranges of a few and 5-10 correspond to walls and �laments.The lower two panels of �gure 10 clearly show that �laments go from �ngers pointing toward other peaksto being bridging structures between overdensity 5 and 10.Figure A.5.4 shows the column densities results from parts of the medium with di�erent overdensities.While barely over-dense material (� < 20) obviously contributes minimally to high high columns, thecontribution from material with � > 20 to these columns does not reach up to the total. This resultedfrom the sharp cut we performed in density, excluding mass with densities outside the chosen range. Thesmoothed interpolation procedure that produces the simulated spectra redistributes the mass slightly,e�ectively smoothing the column density distribution. As in the original mini-halo picture, the absorptionassociated with dwarf galaxies is not just collapsed material but pseudo hydro-static, infalling or out
owinggas in the vicinity (� 25� 50 kpc) of the object. The � � 20 cut characterized this region well as shown in�gure 11 comparing the upper (� < 20) and lower (� > 20) right hand panels. Some of the peaks de�nedby � > 20 have not quite collapsed. Going to � > 80 (�gure 10 top left panel) more clearly de�nes highlycollapsed gas and in the corresponding absorbers are all higher column (�gure A.5.4).At z = 3, the dominant absorbers are dwarf galaxies for neutral hydrogen columnsNHI � 1015 � 1017cm�2 and �lamentary gas below NHI � 1014cm�2. We ran a group �nder onthe simulation with a � > 100 cut. The smallest objects found typically had velocity dispersions around30 km s�1. There were many fewer objects with larger velocity dispersions (e.g. 90 km s�1). When weexamined the same initial conditions simulated with half the resolution, only the � 90 km s�1 objects wereresolved consistently. The objects found all have cores giving rise to NHI �> 1017 cm�2 absorbers. Objectswith � > 20 have cores giving rise to NHI �> 1014:5 cm�2 absorbers. Critically this is the exact scale of thebreak in the power law of the column density distribution at NHI �> 1013�14 cm�2. This break is clearlypresent in both the data and the simulation results (eg. �gure 6). This ties in nicely with observationalresults indicating that metal are absent or rare in low column lines NHI <� 1014:5 cm�2 (eg. refs: Cowie &Songaila 1998 and Ellison et al. 99 and Lu et al. 2000). Our results are entirely consistent with theseobservations, indicating that feedback is not distributing metals far beyond dwarf galaxies where they aremade. Thus the mini-halo picture of Bond et al. (1988) and Rees (1986) is key and the importance of�lamentary structures has been overstated. Stable collapsed objects are an important feature of the highredshift Lyman-� forest that persists (with merging) down to low redshifts. The �laments are ephemeral;providing a contribution at high redshift but draining away at lower redshifts.5. Discussion and ConclusionsLarge scale waves are clearly of huge importance for small volumes at z<� 3 (or later). This problemworsens at smaller scales as the power spectrum dln�=dlnk is increasingly 
at. Peak-patches are a superbway to investigate the distribution of dwarf Galaxies in this regime which is beyond periodic high resolutionsimulations. Shearing patch simulations can incorporate the large scale waves accurately and sets ofcontrained simulations can address the variance. We developed a code ideally suited for this mode ofsimulation: TreePM-SPH. We have shown that TreePM gravity solvers can be made fast and accuratewhereas interative grid solutions (eg. Multigrid) are of limited usefulness. We have also presented an robust



{ 21 {SPH implementation featuring a new smoothing length algorithm with desirable properties.With these tools we produced a solid set of results for the Lyman-� forest. The grand power law plotof the Lyman-� absorber column density distribution conceals real information; when N�1:46HI is dividedout a steepening at NHI � 1014 cm�2 is clearly apparent. We created arti�cial spectra with noise andautomatically Voigt �t 300,000 lines giving an overall result matching the observed distribution in detail.Our boxes are signi�cantly more dynamic than comparable periodic simulations. The dominant contributorsto our line sample are void regions that periodic boxes are unlikely to sample hinting that their predictionsfor line numbers are too high however the result for line widths is not as clear since they also miss thehighly sheared overdense patches that contribute the widest lines.The Cosmic Web is e�ectively a framework for understanding, interpreting and predicting structuralfeatures in the general medium. The density regimes of (BKP) corresponding to structural elements areclearly apparent in the simulated Lyman-� forest. The NHI � 1014 cm�2 slope change marks a shift fromtenous structure to clumpy �laments dominated by dwarf galaxies and the associated infall/out
ow regions.We have determined that 0.1 is a critical scale for these simulations; while the Jeans mass inhibits dwarfgalaxies and gas structures below this scale, failing to resolve it excludes the dwarfs with their vital roleof producing metals in the medium. This bears out the original insight of Rees (1986) and Bond et al.(1988); at intermediate columns the role of �laments declines and we really have a medium dominatedby mini-halos and the semi-hydrostatic gas near them. Modelling the gas in full detail will require starformation and feedback since it is clearly polluted with metals.The lack of substantial correlations in the observed Lyman-� forest strongly suggests that non-lineardynamics and gas processes are important in supressing the signal. Extending our technique by combiningvast shearing patch catalogues with gasdynamical simulations is probably the best way to approachcorrelations in and cross-correlations between quasar lines-of-sight.A. Our TreePM-SPH ImplementationA.1. GravityWe initially developed a multigrid based code for mesh based gravity with a particle-particle correction:particle-particle, particle-multigrid (P3MG). This method was used to for earlier runs and tests. We laterswitched to a particle-mesh solver constructed using the fast Fourier transform (FFT) routines incorporatedin the publicly available HYDRA code (Couchman 1991). Though iterative grid methods such as Multigridare popular, the Fourier transform method provides higher mesh force accuracy at a reduced computationalcost. Our investigations reveal this to be generally true across implementations. Particle-particle correctionsallow resolution arbitrarily better than the � 2 grid spacings possible with particle-mesh alone howeverthe correction becomes computationally expensive with heavy clustering of particles. We replaced theparticle-particle correction with local tree expansions which are substantially faster in heavy clustering:Tree plus particle-mesh (TreePM).We work in physical coordinates and �x the gravitational softening at a physical value hgrav = 1=30times the initial condition grid spacing extrapolated to the �nal redshift. Our simulations include particleswith a range of mass scales as described in section 3.1. We solve the gravity for the high and mediumresolution particles using a gravity grid covering those particles only (643 TreePM or 1283 P3MG), withparticle-particle corrections. The lowest resolution particles are evolved for their tidal e�ects only and use



{ 22 {a physically larger grid with the same number of cells covering all the particles with no particle-particlecorrection. The gravitational interaction between the higher and low resolution particles requires oneadditional use of this grid. A.1.1. MultigridOur Multigrid code was based upon the fourth order multigrid gravity solver of Monaghan and Varnas(1988) upgraded to full multigrid using a more e�cient version of the algorithm in Press et al. (1992).Multigrid is an iterative method to solve Poisson's equation. The particle masses are interpolated to agrid using splines and then the resulting grid masses act as a source term for iterating the values of a gridbased gravitational potential. The term multigrid derives from the intermediate steps in each iterationwhere the current potential estimates are carried onto coarser grids for further iterations. In full multigridthis coarsening occurs until the remaining grid is simple enough to solve exactly. The coarse solutions areinterpolated back to the �ner grids and another full iteration commences. The iterations on the coarsergrids allow rapid solutions for longer wavelength modes which converge very slowly on the full size gravitygrid. Non-periodic Multigrid requires boundary values for the potential grid which we obtain from amultipole expansion including up to the 6th moment (an O(N) procedure, see Binney & Tremaine 1981).The gravitational accelerations are calculated with fourth order �nite di�erence expressions for the spatialderivatives of the gravitational potential on the grid. The accelerations are returned to the particles withspline interpolation.We used the Schoenberg (1973) spline,M4, which is also the standard SPH kernel (A5), for interpolationof the particle masses to the gravity mesh. Using the M4 spline results in rms pairwise mesh force errorsof � 1:5% peaking at � 5% at a separation of � 2 grid cells. Higher order splines (M5 etc. ) can reducethe error but give smoother forces and require both expensive additional interpolation and particle-particlecorrection computation as the extent of Mi spline kernels is the grid spacing times i=2. Particle-particlecorrections are required to bring the pairwise accelerations up to a sharp force-law. The force-law weemployed was the gravitational attraction between two clouds with radial density distributions givenby the M4 spline (matching the M4 spline density distribution employed for the hydrodynamics if thesmoothing lengths are set equal). The particle-particle correction was applied until the mesh force becomesacceptably close to r�2 compared with the mesh errors at � 3:5 grid cell separations for the M4 spline.When the particle distribution becomes highly clustered in a simulation the particle-particle correction canbecome very computationally expensive. Increasing the number of cells in the gravity grid reduces thiscost and thus for a given number of particles there is an optimal number of grid cells that minimizes theoverall computation. The MultiGrid code combined with Smoothed Particle Hydrodynamics is labelledP3MG-SPH. A.1.2. Fast Fourier TransformThe fast Fourier transform (FFT, see e.g. Press et al. (1992)) provides an e�cient way to solvethe Poisson Equation for gravity. The basic principle of the fast Fourier transform is that the non-localinformation transfer required to produce the transform from the Ngrid original data points can be performedin log2(Ngrid) steps each of O(Ngrid). The �nal result is an O(Ngrid log2(Ngrid)) method for inverting aproblem that would otherwise be O(N2grid) to solve by brute force. We use the isolated FFT code from the



{ 23 {HYDRA and AP3M codes of Couchman (1991) (see also Couchman 1995).The Fourier transform of the gravitational potential is the Fourier transform of the mass distributionconvolved with the Green's function for the desired gravitational force-law. The Green's function lookslike 1=r but may be modi�ed to reduce errors by convolving in smoothing and additional corrections thatminimise the deviation from an isotropic softened r�2 force law given the �nite di�erence scheme employedto derive accelerations from the mesh potentials. This allows a highly compact (and fast) interpolatingkernel to be used to put the particle masses onto a mesh without creating large errors. The kernel employedin the Fourier mesh code is the SchoenbergM3 spline more commonly referred to as TSC (triangular shapedcloud) in the potential solver literature,WTSC;1D(x) = 8<: 34 � x2 jxj � 12 ,12 ( 32 � jxj)2 12 � jxj � 32 ,0 jxj > 32 . (A1)In three dimensions, a product of 3 one-dimensional kernels is used.The softened force law incorporated in the Green's Function by Couchman (1991) is the force betweentwo density clouds with shape (labelled S2 by Hockney and Eastwood (1988)),�(r) = � 48�a4 (asoft2 � r) r < asoft2 ,0 r � a2 . (A2)The mesh errors are a strong function of the softening parameter asoft, which must exceed 2-3 grid cells forreasonable accuracy. It is advantageous not to have too large a value for this parameter, or the force willconverge slowly to 1=r2, making particle-particle correction computationally expensive or the force-law verysoft if the correction is not being applied.The net result of the Green's Function smoothing and manipulation is very evenly distributed rmspairwise mesh force errors below the � 1% level with asoft = 3:5, which are half those obtainable withthe Multigrid method, even with smoothing applied. Green's function shaping in Fourier space e�ectivelymodi�es the form of the di�erential equation in real space and it is not clear how to introduce equivalentmodi�cations in the Multigrid method. The smoothing operation may be attempted by using a largersmoothing kernel for Multigrid. The error slowly reduces as larger kernels are used however it is prohibitivelyexpensive because the computation required goes as the size of the kernel cubed.The fast Fourier transform method is most e�cient for periodic boundary conditions. To solve for freeboundaries, one must employ a technique described in Hockney and Eastwood (1988) whereby a singlecorner, 1=8th of the volume contains active mass and the remainder is left empty with associated increasesin computation and storage. The Green's function is is periodic, but gives the correct force in the activecorner of the mesh. The point mass Green's function for this case is,G(x;x) = 1p(x0 � x)2 + (y0 � y)2 + (z0 � z)2 where � L � x0 � x; y0 � y; z0 � z � L: (A3)L is the size of the region containing particles. The cusp at L never a�ects the solution. The additionalcomputational cost for an isolated solution is a factor of � 4 over a periodic case with the same activegrid volume. We only generate the Green's function transform once. The grid scale and position are not�xed but modi�ed so as to enclose all the particles. This results in following the overall expansion forcosmological simulations.



{ 24 {We introduced a particle-particle correction towards the S2 force-law. The pairwise particleaccelerations require corrections out to a distance of 3� 3:5 grid cells to keep the associated errors smallerthan the mesh errors. A value of hgrav;S2 = 2:94hgrav;M4 gives an S2 softened force closest (rms) to thatbetween a pair M4 kernels with a smoothing parameter aM4 for comparison with the Multigrid-P3M.A.1.3. Trees for local force correctionParticle-particle correction work is O(N �Ncorr). Ncorr refers to the neighbour particles contributinggravity force corrections: within rcorr = 2:4 � 3 gravity grid spacings for most mesh schemes. Massclustering places many particles within rcorr. Couchman (1991) solved this problem with adaptivity: hisAP3M code lays down additional submeshes in regions experiencing high clustering. A simpler method,which is more amenable to parallelization, is to use a tree expansion for the correction. Tree methods areintrinsically O(N log2 Ncorr), with more computational overhead than a simple sum though meshes arethe fastest way to accumulate the large scale force. The tree structure we employ is very similar to thatdeveloped for fast neighbour �nding for the SPH hydrodynamical part of our calculations (section A.3.3).The typical truncation error for tree force contributions is a function of the opening angle � = d=r,where d is the size of the mass clump whose substructure is neglected and r is the distance to the clump.The correction force quickly dwindles to nothing near rcorr. We set up the correction by accumulatingmonopoles and centres of mass in root cells with width dcell = 1:5 gravity cells. Each cell is subdivided inan oct-tree and monopoles calculated for each new cell. Subdivision continues until there are 2 particles orless in each leaf cell.To perform the force correction we go out two root cells to achieve a correction distance of 3 gravitycells. Using a monopole tree means the leading errors are in the quadrupole. A quadrupole tree correctionis not straightforward, requiring derivatives of the correction force rather than the standard 1=r2 andstorage of the quadrupole moments at all tree levels. The monopole method is su�ciently accurate for thecorrection force as demonstrated in the following section.Of the 53 root cells required for the correction, the outer 98 are used directly and not tested against theopening angle criterion. A particle at the edge of the inner root cell would be 2.25 gravity cells away fromthe centre of the nearest outer root cell, implying an opening angle of �cut = 2=3, our standard value. Apathological particle arrangement could give � = 1, which is still reasonable. The typical case is very muchbetter. Additionally, the correction is smallest for these cells as noted above. 54 outer cells are excluded bybeing more than 3 gravity cells from the closest edge of the root cell. The remaining outer cells' informationis used to create a basic list of masses and positions for the correction for each particle in the central cell,which can be summed over quickly.The remaining 27 root cells are used directly if they satisfy the opening criteria � = d=r < �cut foreach central cell particle or opened and their subcells tested. The d used is the cell size and r is the distancefrom the particle to the cell centre of mass. Particles have zero size and always pass the test. There is apathological case of a particle in one corner of a box using the box aggregate mass for gravity because �cutis not less than 1=p3. We always open the cell in which the particle resides to avoid this systematic error.The resulting code is e�cient and short when coded recursively. The force summation step is identical to adirect particle-particle summation, where the \particles" summed are possibly aggregates rather than singleparticles. We used the cluster comparison initial condition described in section A.5.4 to test the speed andaccuracy of the gravity code. The TreePP method is very fast under heavy clustering. For a Lyman alpha



{ 25 {simulation at redshift 0 on a Dec alpha EV 5, TreeP3M with a 643 grid is 8 times faster times than P 3Mon a 1283 grid where 90 A.2. Gravity Force AccuracyWe present a comparison of the complete gravity solvers in �gure 15, derived from a code force versusdirect-sum force comparison on the late stages of a Lyman-� simulation. The force errors shown are smallerthan those discussed for the grids alone, not only because of the addition of particle-particle corrections,but also because the forces result from summations over large numbers of particles and thus the randomerror tends to reduce according to pN compared to the pairwise force errors. The tail of the distribution ismostly associated with particles with small forces. The percentage error is large, but the absolute errors aresmall and the contribution to the numerical energy conservation error from such particles is insigni�cant.From �gure 15 it is clear that multigrid + p-p force errors are substantial due to the large intrinsicmesh errors for the multigrid method. This remains true for all non-FFT mesh schemes with huge errorsif lower order interpolation such as TSC or CIC is used. The force errors for particle-mesh derived fromFourier methods plus standard particle-particle correction are superb. To reduce the computational cost wehave use the tree-particle-particle correction detailed in the previous section. From the �gure, our standardchoice; �=0.67, dcell=1.5 and soft = 3:5 is clearly good (where � and dcell are parameters of the treecorrection and asoft is the Green's Function softening for the particle-mesh routine). They are slightly morecomputationally expensive (�20%) than the other options however signi�cantly faster than Multigrid. Ourproduction TreePM-SPH code thus has 94% of its particles with less than 1% force errors. The mean forceerror is 0.249% and the rms force error is 0.410%. Couchman et al. (1995) quote 0.3% rms force errors for astandard implementation of HYDRA. Bagla (1999) and Bode et al. (1999) have recently presented tree-PMcodes where the force errors are signi�cant. In both cases FFT mesh solvers were used without taking fulladvantage of Green's function shaping to improve the mesh errors which tend to dominate these schemes.A.3. Smoothed Particle HydrodynamicsSmoothed Particle Hydrodynamics (SPH) is an approach to hydrodynamical modelling �rst developedby Lucy (1977) and Gingold and Monaghan (1977). It is a particle method that does not refer to grids forthe calculation of hydrodynamical quantities: all forces and 
uid properties are found through interpolationover nearby particles. By employing particles that move with the 
uid, SPH removes the need for advectiveterms in the equations of motion and is thus a fully Lagrangian method. These factors make SPHcomparatively non-di�usive and 
exible in its handling of irregular geometries. The majority of the earlydevelopment of SPH was carried out by Gingold and Monaghan (1977). The use of SPH for cosmologicalsimulations required the implementation of variable smoothing to handle huge dynamic ranges and fastgravity solvers (e.g. Hernquist and Katz (1989)).The core algorithms of SPH are simple, making it is easy to incorporate complex equations of state,heating and cooling terms, abundance variations and other physics. Our implementation includes a robustscheme for updating the smoothing parameter, h for each particle (sec. A.3.1) and the use of a specializedtree scheme to locate neighbours (sec. A.3.3). We incorporate the the energy equation of Benz (1990) thateliminates the need for the awkward coding tricks to avoid negative energies occurring for the more widelyused formulation (sec. A.3.2).



{ 26 {A.3.1. SmoothingThe basis of the SPH method is the representation and evolution of smoothly varying quantitieswhose value is only known at disordered discrete points in space. Estimates of density related physicalquantities and gradients are generates using a kernel weighting function. This characteristic led to SPHbeing described as a Monte Carlo type method with the large errors O(1=pN) associated with that method(Gingold and Monaghan (1977)). It has been shown by Monaghan (1985a) that the method is more closelyrelated to interpolation theory with errors O((lnN)d=N), where d is the number of dimensions.The interpolation procedure is as follows,fs(ri) = nXj=1 fj mj�j W (ri � rj ; h); (A4)where mj , �j and fj represent mass, density and a third physical variable such as density, temperature orinternal energy stored on each nearby particle j with position rj and velocity vj . W (r; h) is the kernelfunction and it is chosen to perform a smoothing interpolation. We use the M4 spline kernel of Schoenberg(1973), introduced to SPH by Monaghan (1985a),W (u) = 1�h3 8<: 1� 32u2 + 34u3; 0 � u � 1,14 (2� u)3; 1 � u � 2,0; u � 2, (A5)with u = jrj=h.The chief modi�cation to SPH over its early form has been variable smoothing lengths, h(r; t). Withoutthis change the Lagrangian nature of SPH is compromised because the spatial resolution, determined by thesmoothing length would remain �xed. We lose gas properties entirely if the interparticle spacing becomingsigni�cantly larger than h.To implement variable h(r; t), each particle retains its own smoothing length hi. Momentumconservation requires that the force between particles be symmetric, and thus all terms including h in theSPH summations must be symmetrised with respect to the two particles. We take a linear average of thesmoothing lengths giving an e�ective kernel of the form, Wij = W (jri � rj j; 12 (hi + hj)). Averaging thesmoothing lengths is conceptually related to the idea of a mapping from a constant density mass space tothe clumped physical representation with h3 the local physical volume element (equal to determinant of theJacobian of the transformation). The greatest interaction distance for any particle, i is thus maxj hi + hjwhere j indexes the particle's neighbours.The dense clumps expected in cosmological simulations tend to result in rapid changes to h in spaceand often in time as clumps move through the medium. Larger numbers of neighbouring particles helpmaintain stable values of h but need more computation. The original suggestion was 32 neighbours, thenumber of neighbours on a regular grid with a spacing of h below which particle noise becomes large. Oftenparticles will have large numbers of neighbours contributing practically nothing and no nearby neighbours.This is a pathological case of highly clumped simulation for any method of h estimation that relies oncounting neighbours. A further problem for neighbour counting is 
uctuations in the neighbour counts. Anexcellent solution is to weight the neighbours in a manner that re
ects their contribution. A �rst guessmight be to use the kernel itself for the weighting, except that it too centrally peaked and counts a few very



{ 27 {near neighbours as su�cient. We achieved best results with the function,W (u) = 13:65833�h3 8>><>>: 1; 0 � u � 1,1� 16 (u� 1)2 + 13 (u� 1)3; 1 � u � 1:5,(3� u)3; 1:5 � u � 2,0; u � 2, : (A6)This function is uniform out to h, where particle make strong contributions to direct summed estimates andgradient estimates, and tails o� where the contribution is low. We selected our ideal value for the sum of thecontributions, S, to be that resulting from approximately 40 neighbours in regular particle con�guration,S40 (safely above the standard 32 neighbour value). We calculate this sum and iteratively change h for eachparticle at the end of each step according to,hnew = hold(S40=S)1=3: (A7)This scheme must be iterative because the solution is an implicit function of all h's simultaneously: therange of in
uence of a particle in any direction is half determined by the h's of the particles in that direction.We also use this method to generate h's for an SPH estimate of the dark matter density distribution atevery major output. It takes only � 6 iterations for the h estimates to converge to within a few percent(rms), starting from a uniform estimate.If errors due to neglecting gradient terms for h(r; t) are to be kept small, then h(r; t) must not changerapidly in space or time. A scheme that sets or updates hi should take this into account. The time stepcriteria discussed in section A.4 restrict the fractional change of the particle velocities and positions eachstep so as to maintain accuracy during the integration. From a straightforward scaling analysis, the criteriaimply that the change in the smoothing length for a given particle (�h � h=3r � v) should be limited toj�hj<� 0:13h. There are always a few particles in any given step (representing < 1% of the total) that willpass clumps and in the �rst approximation h would change excessively. This is generally incorrect and couldbe addressed with multiple iterations. As these cases are uncommon we �nd it su�cient to prevent particlesmoothing lengths from changing more than 10% in one step. In the absence of this limit these particles'h's tend to oscillate in value. The rms change in a given step is around 2% initially which is entirely due tokeeping up with the rapid cosmological expansion between steps at high redshift and quickly settles downto < 1% at z < 10. In a typical Lyman-� simulation at redshift 3 (fairly clustered) the particles above theminimum smoothing length have 39 +/- 10 neighbours. The extreme values 18-25 (1% of particles) and200-295 (1.5% of particles) involve unusual arrangements of very weakly contributing distant neighbours.The mean correction factor per step hnew=hold = 1.00002 +/- 0.0007 shows that the iterative method iskeeping the bulk of the smoothing lengths locked to the good interpolation criterion. Our technique for hupdating has been adapted for use in Couchman's HYDRA code by Thacker et al. (1998).A.3.2. SPH Equations of MotionThe following equations are a fairly standard implementation of the the hydrodynamic equations ofmotion for SPH (see eg. Monaghan (1992)). Density is calculated as follows (fj = �j in eqn. A4),�i = nXj=1mjWij : (A8)



{ 28 {The momentum equation is expressed,dvidt = � nXj=1mj  Pi�2i + Pj�2j +�ij!riWij ; (A9)where Pj is pressure, vi velocity and�ij = ( ���cij�ij+��2ij��ij for vij � rij < 0;0 otherwise; where �ij = h(vij � rij)r 2ij + �2 ; (A10)is the arti�cial shock viscosity as formulated by Monaghan and Gingold (1983), rij = ri � rj , vij = vi � vjand �cij is the averaged sound speed. � = 1 and � = 2 are coe�cients we use for the terms representingbulk and Von Neumann-Richtmyer (high Mach number) viscosities respectively. �2 � 0:01h2 is included toprevent singularities.The Energy equation can be derived from eqn. A9,duidt = 12 nXj=1mj  Pi�2i + Pj�2j +�ij! (vi � vj) � riWij : (A11)The combination of A9 and A11 conserves total energy exactly. Numerical experiments show that A11can lead to negative internal energies because Pj=�2j at neighbouring particles contributes to the change inenergy at particle i. Negative energy can result due to particle i having a substantial negative dui=dt termeven when Pi=�2i and thus ui at the particle is close to zero.Benz (1990) demonstrated that the form:duidt = nXj=1mj(Pi�2i + 12�ij)(vi � vj) � riWij ; (A12)when combined with A9, still gives exact energy conservation without the problem of negative internalenergies and thus we use this form.A problem resulting from the use of arti�cial viscosities is wall heating. Wall heating is a small spikein the thermal energies near shocks, due to the di�erent treatment of thermal and kinetic energy by SPH.Following Monaghan and Lattanzio (1991) we use a localised thermal conduction term in the energyequation, given in SPH form by, � nXj=1 (qij)(ui � uj)��ij(r 2ij + �2) rij � riWij ; (A13)to ameliorate this e�ect. The heat 
ux, qij is 0:5�hij(�cij + 4 j �ij j) for vij � rij < 0 and zero otherwise.A.3.3. Local Trees for Neighbour SearchingEach SPH particle in a calculation generally interacts with of order 32-64 neighbours. Neighboursearching is the step which converts SPH from an O(N2) method to a O(N �Nneighbours) method (whereN is the total number of SPH particles and Nneighbours is the typical number of neighbours for each SPH



{ 29 {particle). This number of interactions is generally larger than Eulerian codes (minimally 6 interacting cellsfor low order methods), and su�ers from the necessity to locate the neighbours rather than just look at thenext cell. It is important that this step be performed e�ciently.Linked lists (Monaghan (1985a)) are a very e�cient means of �nding neighbours where the variationsin particle number density and h are small. The basic procedure is to lay down a grid with a cell size equalto the range of interaction of the particle with largest h and bin the particles. Each cell has a pointer tothe �rst particle in a linked list of all the particles within that cell. This method is very e�cient when thecell sizes are comparable to the typical interaction distance however with clumping it slows dramaticallyapproaching an O(N2) scaling.We recursively re�ne each cell in the initial grid using a spatial oct-tree of subcells, each with theirown linked lists. The total storage is O(N logNcell) where Ncell is the number of particles in typical cell. Asimilar dual grid method was developed by Theuns and Rathsack (1992).Our technique locates particles in the top grid with cell sizes of hmax (2hmax is the largest interactiondistance). Each particle is inserted into the link list of the subcell whose size is equal to twice its h. Thecode uses the symmetry of the interactions between particles by treating each pair once and generates largercell particle lists once for particles within the subcells to minimize the computation. The chief advantageof this technique over a pure tree is that the cell's size indicates the largest h of the particles in its linkedlist and so all neighbours are contained in the linklists of the nearest two cells in every direction or theirsubcells. The cut in CPU time is enormous for heavy clustering compared to a direct linked list. Testing onthe cluster comparison �nal state (described in section A.5.4) showed our neighbour �nder to be 35 timesfaster than a simple linked list at z = 0 (a range of 160 in h).A.4. Time steps and IntegrationThe simulations were stepped forward in time with the Predictor-Corrector scheme used by Monaghan.The forces from the previous step are used to predict the velocities for the �rst half of the step. Thesevelocities predict the midpoint positions. The predicted velocities are then updated to the midpointpredicted values using the old forces. The new forces are calculated at the midpoints using the predictedmidpoint velocities and positions. The method is second order.The time steps are variable and set at the end of each step. The calculation commences with a zerolength time step to evaluate all the quantities that constrain the magnitude of the �rst non-zero time step.The time step is limited by two standard conditions, the amplitude of the acceleration, �t < �tacc andthe Courant condition, �t < �tCourant with,�tacc � minparticles i 0:2s hjaijand �tCourant � mingas pairs (i;j) 0:4 �hij�cij + �ij ; �ij = 0:6(�cij + 2j�vij ��rij jhijj�rij j2 ); (A14)where aparticle is the acceleration of the particle, h is the minimum of the gravity softening and the SPHgas particle smoothing (for our calculations they are the same and constant). For each particle pair (i; j),�cij and �hij equal the average sound speed and smoothing and �vij and �rij are the velocity di�erenceand separation. The �ij term is only nonzero for approaching pairs (these are pairs possibly undergoing



{ 30 {shocking).The nature of the SPH equations is such that it easy to include more physics by simply adding terms.In many astrophysical problems, the cooling timescale is often much shorter than the hydrodynamicaltimescale. In these cases, a prohibitively small time step can be avoided through implicit integration of theenergy equation. We employ an implicit second order integrator for the energy E(t):E(t+�t)�E(t)�t = �PdV + (�Heat � �Cool) (T (E�); �) where E� = E(t) +E(t+�t)2 : (A15)The midpoint values for � and the PdV work are used.A.5. Test ProblemsA.5.1. Shock TubeThe �rst of the two gas test problems is the shock tube problem of Sod (1978) used by Monaghanand Gingold (1983) in one dimension. The problem was run in three dimensions with initially uniformvalues and periodic boundary conditions in the y and z directions. In one dimension the particles may notslip around each other to penetrate past shock boundaries or accumulate small transverse noise velocities(discussed below) and thus the three dimensional code is not being tested. We advocate that all tests mustbe done in the number of dimensions used in the �nal code to give correct indications of the best parameterchoices.The initial conditions were: � = 1:0; P = 1:0; v = 0 for x < 50;� = 0:25; P = 0:1795; v = 0 for x � 50; (A16)with the ratio of the speci�c heats chosen as 
 = 1:4 (air) and units such that P = (
 � 1)�U where Uis the speci�c internal energy with the same units as 12v2. Values for the arti�cial viscosity coe�cients of� = 1 and � = 2 were used and an arti�cial thermal conduction as given in section A.3.2.This problem tests the variable smoothing length algorithms. The initial particle separation in thelefthand, denser region is 60% that in the right hand region. The particles all have the same mass. Westarted with a glass initial condition: particles in a realistic simulation are not (except initially) arrangedon a regular grid, but pseudo-randomly in a liquid like lattice. If placed in a regular lattice and perturbedslightly the particles will, over a very long period (� 500 steps) commence small motions with a smallassociated energy conservation error and then conserve energy tightly, indicating that a regular lattice isnot a stable minimum energy con�guration (Wadsley (1993)). We generate a periodic glass initial conditionby heavily perturbing the particles from an initial regular grid providing them with pressure and a dampingterm on the velocity and then evolving until the velocities become small (1000 steps). This both eliminatesthe problem of the initial condition's instability to disorder and also tests a realistic case, without theparticles colliding in rows. The results shown in �gure 16 use the algorithms we have settled upon as thebest for our calculations.The exact solution to the Sod problem consists of a rarefaction wave moving left, a contact discontinuityin density and thermal energy moving right and a shock moving faster to the right. These features arereproduced well, with correct shock positions and velocities at all times. This indicates that basic physics



{ 31 {such as linear sound wave propagation is being done correctly. There are no post-shock oscillations andthe shock is spread over � 3 � 4h shows that in three dimension SPH behaves much better than theone-dimensional indications (eg. Hernquist & Katz 1989). There is noise in the velocity �eld which isattributable to the Monte Carlo aspect of SPH and the irregular initial grid. The velocity smoothed usingthe kernel is more appropriate to consider as that is what determines the dynamics. Due to the smoothingprocedure used to calculate density and other variables sharp discontinuities are spread over at least� 3� 4h in SPH calculations. A.5.2. Gaussian Adiabatic WaveA new hydrodynamical test is the propagation of adiabatic non-linear waves. The wave pro�le chosenfor this simulation was a Gaussian, �(x) = 1 + e�0:01(x�75)2 ; (A17)where � is density and x is the spatial coordinate in the direction of propagation. The initial conditionsconsisted of an adiabatic non-linear disturbance in the density, velocity and internal energy. To make thepro�le isentropic internal energy must be a function of density and to have a wave travelling in only onedirection velocity must also be a function of density,u(x) = 1
 � 1�(x)
�1;vx(x) = vx(0) + 2p

 � 1 h�(x) 
�12 � �(x) 
�12 i : (A18)u and vx refer to the initial internal energy and x-velocity respectively and 
 in the adiabatic index.This results in wave structure present in only the right propagating characteristics. Our solution maybe compared to the exact solution may be calculated by the method of characteristics. The wave beingpurely right-moving means that the left propagating characteristics all carry the same information, makingsolution of the characteristic equations trivial. After shock formation (when the characteristic solutionbecomes multivalued), the equal area method of Whitham (1974) (placing the shock front to conserve mass)gives the correct exact density solution. The position of shock formation is determined by the point on thecurve that has the steepest gradient in propagation speed, x-velocity plus the sound speed, vx(x) + c(x), atthe initial time (x = 75 + 8:267, vx + c = 1:788). All points move rightward with a �xed propagation speeduntil the formation of the shock.We use uniform mass particles and thus the variation of density is a test of variable smoothinglengths in addition to the ability of the scheme to model non-linear wave propagation. We use glass initialconditions compressed in one dimension to produce the desired density distribution.The simulation results are shown in �gure 17. The results are excellent, especially the density andvelocity structure. The wave-front motion has been followed extremely well. The only inaccuracy is in theentropy production. The arti�cial viscosity scheme detects shocks through velocity gradients and thus willanticipate the shock before the exact point of shock formation (when the velocity becomes theoreticallydiscontinuous), as the gradients become steep, converting some kinetic energy to heat. The method resolvesstructure on a scale of 3-4 particle separations, so that preheating over this distance is unavoidable. Notealso a slight residual entropy associated with the initial wave due to inaccuracies in the initial conditionsetup.



{ 32 {A.5.3. Self-Similar Gravitational CollapseA common gravity test in the literature (eg. Couchman et al. 1995) is a self-similar gravitationalcollapse of a top hat density perturbation. We chose the initial perturbation at z = 60 so that the linearlyevolved overdensity at z = 0 would be � = 1:686. Results are shown in �gure 18. We began with a glassinitial condition determined for the previous tests, as we did not want any artifacts associated with grids inthe results. 17000 particles were used.The analytical expression for the collapse of a uniform top hat density perturbation is givenparametrically (Peebles (1971)),r = A(1� cos �); t = B(� � sin �); and A3 = GM B2; (A19)where M is the mass enclosed at radius r and G is the gravitational constant. The parameter B is the samefor infalling shells at all radii. M is �xed at 4�=3�initr3init for each shell as the shells do not cross before� = 2�. The collapse is thus self-similar and v = dr=dt is linear with radius. as is clearly seen in the resultsin �gure 18.If we assume � and thus t is small, we can expand to �nd a relationship between linear overdensity �and B, 1 + � = ��� / r�1t�2;1 + � = 1 + 320 � 6tB �2=3 ; (A20)B = 6 � 320� �3=2 t0: (A21)t0 is the current age of the universe, at z = 0. The collapsing object turns around at � = �, z = 0:59 andbecomes singular at � = 2�, z = 0:0. The singular part of the collapse is very di�cult to model correctlyhowever we are satis�ed that the result demonstrates the ability to follow the collapse accurately. The�nal overdensity is enormous, � � 4000. Singular collapse is an extreme case that does not occur in realitybecause there is always substructure: a collapsing cloud is unstable to the formation of substructure.The glass initial conditions have density variations around the 1% level. This is comparable to thedensity perturbation added in the initial condition. However, they do not have the accompanying velocityperturbations which are more important for the evolution. If this were not the case, the whole top hatwould have fragmented, forming substructure.A.5.4. Cluster ComparisonThe �rst versions of our code were used to simulate adiabatic X-ray clusters making in naturalfor us to join the cluster comparison project: a cluster initial condition that was simulated by manycomputational methods to both validate and compare schemes and to identify the features of the resultthat are independent of the method used. The full details of the cluster comparison are reported in Frenket al. (1998). In this simulation a rich, relaxed cluster is formed by z = 0:1. The cluster run was atest of both the 3-dimensional gravity hydrodynamics code and of our approach of using high resolutionvolumes surrounded with tidal low resolution particles and external tides applied. The comparison focussedon the inner part of the cluster, so were able to simulate the outer parts at lowered resolution withoutcompromising the comparison. Our run used 74127 dark and 74127 gas particles. Our code performed aswell as 524288 particle periodic simulations at relatively little computational cost.
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Fig. 1.| This overview shows the structure present out to large scales even at redshift 3. The CosmicWeb picture guides our investigations from the top down: quasilinear waves clumping galaxy peaks in anultra-large scale quasar spectrum line of sight (a) dominate the structure at 40 Mpc (b) (with peak-adaptivezoom (c)). We must incorporate these tides for 5 Mpc high resolution simulations (peaks in (d) and neutralhydrogen contours in (e)) and perform many to sample the variance. We can zoom further (f and g) howeverwhile the dark matter is clustering (f) the gas has converged at the photo-heated 20,000 K Jeans scale (g).Note that the boxes shown are not actual blow-ups of the structures in the dashed boxes but new realisationsat the smaller scale.
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Fig. 2.| Striking large scale features in the comoving-space distributions of galactic peak-patches spanningz = 2:8 to z = 3:5 and 18 arcmin (40 Mpc) across. Each triplet is characterized by velocity dispersion: leftto right are vBE > 200 km/s (rare/galaxies, 8.75 Mpc thick), 90 km/s (less common large dwarf galaxies, 2Mpc thick) and 30 km/s (numerous dwarfs at the Jeans mass, 2 Mpc thick) respectively. Note the clumpsand voids on 10 Mpc scales for the 90 km/s peaks especially pronounced for Open CDM and �CDM; Thesepeaks de�ne the Mpc scale �lamentary structure dominant at z = 3. The 3 cosmologies shown: (S) StandardCDM (�8 = 0:67, H0 = 50), (L) �CDM (�8 = 0:91, 
 = 0:335, 
� = 0:665, H0 = 70) and (O) OCDM(�8 = 0:91, 
 = 0:37, H0 = 70).
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Fig. 3.| The reconstruction of a galaxy-galaxy �lament present in an initial 40 Mpc volume using peaks:an excellent way to compress the essential information about large scale �lamentary behaviour. The peak-patches are identi�ed in the initial conditions, shown evolved to the �nal object positions in the top left panel.The outer ellipsoids represent the alignment of the shear tensor. In the lower left panel, we zoom in on thecentral �lamentary web structure and overlay dark matter from low resolution simulation of these IC (panel2.5h�1 Mpc across). In the right hand panels these peaks overlie dark matter (grey) from a constrainedrealisation simulation using these same peaks. The top right panel is a di�erent orientation that shows the�lament more clearly. The peak patches predict the simulated object locations well even though only thelinear Zel'dovich approximation was used. The cosmology is a standard CDM model and simulations usedthe cosmological P3MG-SPH code.
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Fig. 4.| The two (linear) power spectra shown (scaled to redshift 3) The upper curve at high k is the standarduntilted CDM model, but normalized to cluster abundances, �8 = 0:67. The other has the same cosmological age(13 Gyr) and 
Bh2 (0.0125) but H0 = 70 with 
� = 0:67, slightly tilted to be COBE-normalized (ns = 0:94). (Alsoshown is a COBE-normalized CDM model, which misses the solid data point in the cluster-band (constraint fromdncl=dTX).) The bands in comoving wavenumber probed by various simulations are contrasted. Periodic simulationsmay use the entire volume, but the k-space restriction to lie between the fundamental mode (low-k boundary line)and the Nyquist wavenumber (high-k boundary line) in the IC can severely curtail the rare events in the medium thatobservations especially probe, and prevents tidal distortions of the simulation volume. We use 3 k-space samplingprocedures (FFT and two direct FTs) with the boundaries de�ned by which has the smallest volume per k-mode.Even though a 2563 Fourier transform was used, notice how early the direct sampling takes over (with only 10000modes). Using an FFT with the very 
at spectra in the dwarf galaxy (dG) band can give misleading results. The 3low-k lines shown for our Ly� and galaxy simulations correspond to the high, medium and low resolution fundamentalmodes. We actually include modes in the entire hatched region, with the tidal �elds associated with the longer wavesincluded by a self-consistent uniform tide on the LR simulation volume. hm denotes our best resolution. aLp denotesthe physical (best) lattice spacing for the grid-based Eulerian hydro codes of Cen and Zhang et.al. (z = 3). k-spacedomains for two large scale structure (z = 0) simulations are also shown, a Klypin 2563 PM calculation and aCouchman (labelled hugh) 1283 P 3M simulation.
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Fit with Automated Voigt fitter
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Fig. 5.| Performance of Automated Voigt �tter on real data. The data used is from Kirkman & Tytler(1997). The discrepancies present are similar to the normal variation expected in line �tting { there beingno single perfect �t. Degeneracies due to blending cause subjective di�erences at low columns �< col13.Around � 1016 cm�2 the lines are saturated but the damping wings are poorly developed leading to largeuncertainties in the �tted column.
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Fig. 6.| The excellent match between the Lyman-� cloud neutral hydrogen column density (NHI )distribution for our combined �, open and standard cold dark matter simulated samples at z = 3 andthe observational data compiled by Petitjean et al. (1993) (black error bars) bins with +/- 2 � errors) andHu et al. (1995) (dotted/dashed error bars with/without estimated blending corrections). The simulationdetails are discussed in the text. The line at 1016 cm�2 indicated where self-shielding would increase theobserved columns and the untreated e�ects star formation and radiative transfer become important. Wedivide out the low column asymptotic slope N�1:46HI from Hu et al. to reveal features not visible in thestandard unadjusted plot shown in the inset, particularly the clear change in the slope at NHI � 1014 cm�2)that has not been seen in other simulated data.
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Fig. 7.| Same observed data as in �gure 6, now showing the e�ect of shear on the distribution of NHIcolumn densities. The mean density patch (� = 0) experiences minimal e�ects going from highly unlikelyzero shear (yv = 0) through the mean (yv = 0:54) to extremely rare anisotropic shearing (yv = 0:8). Thee�ect becomes noticeable for rare overdense regions (� = 1:4) that make a small contribution to the combineddistribution.
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Fig. 8.| The enhancement of absorbing structure (particularly dwarf galaxies) for modest deviations fromthe mean shear value in a 5 Mpc patch illustrated using the integrated NHI Column density on a 500x500grid of 2 Mpc lines of sight through the central 2x2 Mpc of the simulations at z = 3. The smoothed shearvalues from left to right are � = �1:4 (void), � = �0:7, � = 0:0, � = 0:7 and � = 1:4 (overdense). The solidcontours in log10NHI (with J�21 = 0:5) are 14, 14.5, 15 and 17. The highest contour indicate lines of sightpassing close by dwarf galaxies. The dashed contours are 12, 12.25,12.5,12.75,13 and 13.5.
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Fig. 9.| The NHI Column density distribution obtained with di�erent mean shear values (�) compared withthe data as in �gure 6. The combined result (large diamonds) is a good �t the data faithfully reproducing thesteepening at NHI � 1014 cm�2 associated with denser material. Overdense patches have enhanced structureand correspondingly more lines. The voids have less lines of all types except at the lowest columns wherebarely collapsed and underdense structures contribute. Lines were Voigt �t to arti�cial spectra piercing �vesimulations with � = �1:4;�0:7; 0;+0:7 and 1:4 (curves from bottom to top) and the results combined intothe total sample for a Vaccum (�) plus cold dark matter cosmology (Triangles). Each simulation contributesaccording to the initial state probability (� being Gaussian distributed) multiplied by the cross-section ofthe �nal state for intersecting a quasar line-of-sight. Voids have the largest cross-section so the ensembleresult is similar to a void with �0:7<� � <� 0. Our line �tting su�ers due to blending for NHI < 1013 cm�2.
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Fig. 10.| The web in the Lyman-� intercloud medium: Column density,NHI through 2 Mpc thick slices withcontours as in �gure 8 for four cuts in the overdensity of the gas �. Leftmost: � > 2 gas, the intra�lamentwebbing appears. The web theory of �laments predicts that the typical smoothed overdensity should be� 5�10. The centre-Left: � > 5 gas. and Centre-Right: � > 10 gas show the �laments joining up to becomea network. Rightmost: Standard CDM � = 0 run, z = 3 with only the � > 80 cloud contribution shown.
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Fig. 11.| The �lamentary nature of the intercloud medium at moderate over densities show in HI columndensity through 2 Mpc thick slices of the standard CDM run for nu = 0 with contours as in �gure 8.Leftmost: Overdense gas only; Centre-Left: All gas; Centre Right: highly �lamentary gas with � < 20 gas;and Rightmost: � > 20 gas closely associated with dwarf galaxy peaks � 25� 50 kpc physical radius, a verysimilar picture to the mini-halo plus infall/out
ow model of Rees (1986) and Bond et al. (1988).
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Fig. 12.| The cloud/intercloud split in the distributions NHI columns comparted with observational dataas in �gure 6. The environs (� > 20 � 50) of collapsed systems dominate the absorption features forNHI >� 1014:5 cm�2. Filaments (�<� 10), membranes (�<� 2) and frozen out underdense structure (� < 0)contribute lines at the lowest detectable columns in a regular progression. The lines were measured inspectra generated from the simulation with particles outside the chosen density range simply deleted. Thisredistributes the netural gas somewhat thus the contributions do not sum smoothly to give the uncut resultin particular substantially overdense gas (� > 50) is essential to all higher column (NHI >� 1016) systems.
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Fig. 13.| Gas convergence: Column depth through a cube 800 comoving kpc thick at z=3. From top tobottom the resolution increases with initial grid spacings of 100, 50 and 25 kpc comoving respectively. Theleft panels show logarithmic contours of Dark Matter density squared and the right hand panels show neutralhydrogen (/ gas density squared). The contour levels for NHI , in log10(cm�2), are 12, 12.25, 12.5, 12.75(dotted), 13 (solid), 13.36 (mean density, dot dash) 14 (solid), 14.5 (dashed), 15 and 17 (solid).
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Fig. 14.| Frequency of lines of a given column density NHI at z = 3 for simulations with the same initialconditions and di�erent mass resolutions (marked according to the comoving initial grid sizes, lmass). Thisbox is 1/64 th the volume of the production runs and thus cosmic variance means that the observed dataare only a guide for the expected counts. The variation between the runs is small, demonstrating that below1016 cm�2 we have converged. Dense self-gravitating objects are subject to feedback from star formation,which is mimicked by limited resolution, thus increased resolution beyond our standard choice would notincrease our insight into high column absorbers.
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Fig. 15.| Gravity force error distributions within a full simulation, binned (lower) and cumulative (uppercurves). The errors indicated by the solid curve (FFT+PP) and the dotted curve (Multigrid+PP) aredominated by the mesh force; showing the inescapable large errors in Multigrid where 12Approximating theparticle-particle (PP) forcing using the tree (dotted, dot-dash and dotted-dashed curves) trades speed-up forincreased errors in a controlled fashion depending on the tree walk parameter choices (� and dcell describedin the text). asoft refers to the Green's Function softening radius for the FFT mesh force.
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Fig. 16.| 3D shock tube problem with glass initial conditions. The solid line is the exact solution. Thelarger symbols are local averages sampled at the mean interparticle spacing and are directly comparable to aone-dimensional solution. The �ne points are individual particles. The shock front is resolved with 2-3 SPHparticles, greatly superior to the indications of purely one-dimensional tests (e.g. Hernquist & Katz 1989).
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Fig. 17.| A Gaussian wave simulated in three dimensions with a glass initial condition. The larger symbolsare local averages sampled at the mean interparticle spacing and the �ne points are a large sample of particlesvalues. The solid line in the density panel is the exact solution and the vertical solid line in the other panelsmarks the exact solution shock location. Note the small amount of pre-heating occurring in the entropyplot. The arti�cial viscosity creates entropy as velocity gradients increase prior to the onset of shocking inthe analytical result. The outputs were at t = 0:0, 7:18, 14:7, 29:7 and 45:4. The dashed vertical line markswhere the exact wave solution began to shock at t = 11:7.



{ 55 {

1 10
Radius

0.1

1.0

10.0

100.0

1000.0

10000.0

D
en

si
ty

 x
 a

3  

1 10
Radius, (comoving)

0.001

0.010

0.100

In
fa

ll
 v

el
o

ci
ty

Fig. 18.| Top hat collapse. The perturbation linearly evolved to redshift z = 0. would have � = 1:686. Theredshifts shown, in order of increasing collapse, are z = 1:0, 0:3, 0:1 and 0:0 with exact solutions shown assolid lines. The vertical line indicates the gravitational softening at z = 0 where the analytical solution issingular. In the left panel, we plot density in units of the universal mean. In the right panel we show radialinfall velocity, which the self-similarity solution dictates must be a linear function of radius. The points arethe bin average particle values and the bars the spread.


